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Abstract

This is the first paper of a three-part series in which we develop a theory of con-
formal blocks for C2-cofinite vertex operator algebras (VOAs) that are not necessarily
rational. The ultimate goal of this series is to prove a sewing-factorization theorem
(and in particular, a factorization formula) for conformal blocks over holomorphic
families of compact Riemann surfaces, associated to grading-restricted (generalized)
modules of C2-cofinite VOAs.

In this paper, motivated by [KZ19], we prove that if V “
À

nPN Vpnq is aC2-cofinite
VOA, if X is a compact Riemann surface with N incoming marked points and M out-
going ones, each equipped with a local coordinate, and if W is a grading-restricted
VbN -modules, then the “dual fusion product” pnXpWq, qג satisfying a natural uni-
versal property exists. Here, nXpWq is a grading-restricted VbM -module, and the
linear functional ג : W bC nXpWq Ñ C is a conformal block associated to X. Indeed,
we prove a more general version of this result without assuming V to be C2-cofinite.
Our main method is a generalization of the propagation of conformal blocks.

In the special case that X has genus 0, when N “ 2,M “ 1, our result is closely
related to the theory of vertex tensor categories by Huang-Lepowsky and Huang-
Lepowsky-Zhang. When N “ 1,M “ 2, nXpWq is closely related to Li’s regular
representations; if moreover W “ V, the higher level Zhu algebra AnpVq arises natu-
rally from nXpVq.
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0 Introduction

C2-cofiniteness and rationality are two crucial conditions on a vertex operator alge-
bra V “

À

nPNVpnq that rigourise physicists’ notion of “rational chiral conformal field
theory”. The C2-cofinite condition, introduced in the seminal work [Zhu96], guarantees
that V has finitely many irreducibles (up to equivalence) and that the spaces of conformal
blocks are finite-dimensional. It is also crucial to the proof (using methods from differ-
ential equations) that the sewing of conformal blocks is convergent. See [Zhu96, AN03,
Miy04, Hua05a, Hua05b, NT05, Fio16, DGT22, Gui23a] for instance. If a C2-cofinite VOA
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V is also rational, then the genus-1 conformal blocks satisfy a modular invariance prop-
erty [Zhu96, DLM00, Hua05b]. If V is strongly rational (i.e., C2-cofinite, rational, self-
dual, and dimVp0q “ 1), then the category ModpVq of grading-restricted (generalized) V-
modules form a braided tensor category [HL95a, HL95b, HL95c, Hua95, Hua05a, NT05]
which is rigid and modular [Hua08a].

The proof that a strongly rational VOA V has a rigid modular representation cat-
egory ModpVq is a major achievement with a wide range of applications in quantum
symmetries. (Quantum symmetries are a branch of mathematics that has its roots in
Jones’ discovery of Jones polynomials [Jon85] and subfactor theory [Jon83], and provides
a unifying perspective on vertex operator algebras, low-dimensional topology, operator
algebras, quantum groups, and so on.) For instance, the Verlinde conjecture has been
proved for strongly rational VOAs as a byproduct of the proof of rigidity and modular-
ity of the representation categories [Hua08b]. 3-dimensional topological quantum field
theories arise from ModpVq via Reshetikhin-Turaev construction [RT90, RT91, Tur16].
The full and boundary conformal field theories extending V can be constructed rig-
orously in genera 0 and 1 using the conformal blocks/intertwining operators of V
[FRS02, HK04, FFRS06, HK07, Kon07, FFRS08, Kon08, HK10]. By using the rigidity of
ModpVq (together with techniques in operator algebras), the unitarity of ModpVq (« the
unitarity of the natural connections on bundles of conformal blocks) have been estab-
lished recently for many strongly rational unitary VOAs including all affine VOAs of
positive integer levels, typeADE discrete seriesW -algebras, even lattice VOAs, and their
conformal extensions [Gui19a, Gui19b, Gui22a, Gui21a, Ten19, Gui20, CGGH22]. With the
help of rigidity and unitarity of ModpVq, the longstanding conjecture in operator algebras
about the complete rationality [KLM01] (cf. also [Xu00, LX04]) of loop group conformal
nets has been solved [Was98, Gui21a, Ten19].

Crucial to the proofs and the applications of the above result about ModpVq is the
proof of sewing-factorization theorem of conformal blocks, mainly in genera 0 and 1. For
instance, the genus 0 sewing-factorization theorem implies that the tensor functor of
ModpVq satisfies associativity and pentagon axioms, and (together with the braiding
defined by the connections on bundles of conformal blocks) satisfies hexagon axioms
[Hua95, NT05, Hua08a]. Modular invariance [Zhu96, DLM00, Hua05b] is essentially the
sewing-factorization theorem in genus 1, and is the key to proving the rigidity and mod-
ularity of ModpVq. The convergence of sewing conformal blocks (in genus 0) is also vital
in the above application to operator algebras and in the proof of the unitarity of ModpVq.

Higher genus conformal blocks and their sewing-factorization theorem are also im-
portant in quantum symmetries. They are needed in the mathematical construction of
full and boundary rational conformal field theories in all genera in the sense of Segal
[Seg88, Seg04]. Recently, it was shown that the genus 0 conformal blocks for permutation-
twisted modules of VbN correspond to possibly higher genus conformal blocks of un-
twisted modules of V by performing a (possibly disconnected) N -fold branched covering
of the genus 0 surface P1 [Gui21b]. The lesson of this result is that even if one is initially
interested in genus 0 conformal blocks (« intertwining operators and their products), in
the end higher genus conformal blocks cannot be avoided.
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0.1 Sewing-factorization in the rational world

The goal of this series of papers is to state and prove a sewing-factorization theorem
for conformal blocks of C2-cofinite VOAs from the perspective of quantum symmetries. (See
[DGK22] for an approach from the algebro-geometric point of view.) We first give a brief
account of this theorem when V is C2-cofinite and also rational. Let

X “ pC|x1, . . . , xN ; η1, . . . , ηN}y1, y2; ξ,ϖq (0.1.1)

be a compact Riemann surface C with distinct marked points x1, . . . , xN , y1, y2 P C. Each
ηi is a local coordinate of C at xi, i.e. a univalent (i.e. holomorphic and injective) map
from a neighborhood Ui of xi to C satisfying ηipxiq “ 0. Similarly, ξ and ϖ are local
coordinates at y1 and y2 respectively. We do not assume that C is connected. But we do
assume that each connected component of C contains at least one of x1, . . . , xN .

The pair of points y1, y2 are for sewing. Let W 1 and W 2 be neighborhoods of y1, y2

such that ξpW 1q equals Dr “ tz P C : |z| ă ru and ϖpW 2q equals Dρ for some r, ρ ą 0, and
that x1, . . . , xN ,W 1,W 2 are mutually disjoint. Suppose q P Dˆ

rρ “ tz P C : 0 ă |z| ă rρu.
Then we can cut off small closed discs centered at y1 and y2, and glue the remaining parts
of Dr and Dρ via the rule that p1 P Dr and p2 P Dρ are identified iff

ξpp1qϖpp2q “ q. (0.1.2)

In this way, we get a new pointed surface

SqX “ pCq|x1, . . . , xN ; η1, . . . , ηN q (0.1.3)

Depending on whether y1, y2 belong to the same component of C or not, we call the
sewing either a self-sewing or a disjoint sewing. See Fig. 0.1.1. (As we will see, at least
in the beginning, self-sewing is not an appropriate consideration for conformal blocks of
irrational VOAs.)

x1 x2

y1 y2

x1

y1

x2
y2

Figure 0.1.1 Self-sewing and disjoint sewing

Associate grading-restricted V-modules W1, . . . ,WN ,M,M1 to the marked points
x1, . . . , xN , y

1, y2 respectively where M1 is the contragredient module of M. Let W‚ “

W1 b ¨ ¨ ¨ b WN . Then a conformal block associated of X and W‚ b M b M1 (cf.
[Zhu94, FBZ04]) is a linear functional ψ : W‚ b M b M1 Ñ C that is “invariant under
the action of V”. (See Def. 1.5.2 for the precise definition.) Then the (standard) sewing of
ψ is defined by taking contraction:

Sqψ : W‚ Ñ C w‚ ÞÑ ψpw‚ b qLp0q´ b ´q (0.1.4)

provided that this series about the variable q converges absolutely. (Cf. Sec. 2.3 or
[Gui23a, Sec. 10] for details.)
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Remark 0.1.1. Note that Sqψ depends on the choice of the argument arg q. So sometimes
it is more convenient to consider the normalized sewing of ψ, defined by

rSqψ : W‚ Ñ C w‚ ÞÑ ψpw‚ b q
rLp0q´ b ´q (0.1.5)

where rLp0q is a suitable shift of Lp0q (or a shift of the semisimple part of Lp0q in case
V is not rational and hence Lp0q is not necessarily diagonalizable on M) so that rLp0q is
diagonalizable on M with eigenvalues in N. Note that Sq and rSq are equal when q “ 1
and arg q “ 0. So these two types of sewing are closely related. In the main body of this
paper, we will use rSq to deal with the propagation of (partial) conformal blocks. But in
the introduction we stick to Sq.

Now we state the sewing-factorization theorem for a C2-cofinite and rational VOA V.
Let T ˚

X pW‚ b M b M1q be the space of conformal blocks associated to X and W‚ b M b

M1, which is finite-dimensional [AN03, DGT22]. Likewise, let T ˚
SqX

pW‚q be the space of
conformal blocks associated X and W‚. Let E be a set of representatives of equivalence
classes of irreducible grading restricted V-modules, which is a finite set.

Theorem 0.1.2 (Sewing-factorization theorem, cf. [Gui23a, Thm. 12.1]). Choose q P Dˆ
rρ “

tz P C : 0 ă |z| ă rρu. Then we have a well-defined linear map

Sq :
à

MPE
T ˚

X pW‚ b M b M1q Ñ T ˚
SqXpW‚q

à

MPE
ψM ÞÑ

ÿ

MPE
SqψM

(0.1.6)

By “well-defined” we mean that SqψMpw‚q converges absolutely at q for every w‚ P W‚, and that
the linear functional SqψM : W‚ Ñ C is a conformal block (i.e., is an element of T ˚

SqX
pW‚q).

Moreover, Sq is an isomorphism of vector spaces. In particular, we have
ÿ

MPE
dimT ˚

X pW‚ b M b M1q “ dimT ˚
SqXpW‚q (0.1.7)

Remark 0.1.3. (0.1.7) is due to [DGT22, Thm. 7.0.1]. See the introduction of [DGT22] for
a brief review of the history of the proof of (0.1.7). The rest of Thm. 0.1.2 (namely, the
well-definedness and the injectivity of the linear map Sq) is due to [Gui23a, Thm. 12.1]
and does not require V to be rational.

Formula (0.1.7) is commonly referred to as the factorization property in the literature
of the algebro-geometric approach to conformal blocks (cf. [TUY89, BFM91, NT05]). It
gives an efficient way of computing the dimensions of spaces of conformal blocks by
reducing the genus and the number of marked points on each component. Also, a version
of Thm. 0.1.2 was proved in [DGT22, Thm. 8.5.1] for “infinitesimally small q”.

0.2 Sewing-factorization beyond rationality

As pointed out in the introduction of [HLZ14], from the viewpoint of the representa-
tion theory of VOAs, it is unnatural to restrict attention to rational VOAs. In fact, most
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of the proof of the sewing-factorization theorem does not rely on the rationality of V, i.e.,
it does not require the grading-restricted V-modules to be completely reducible. The as-
sumption of rationality appears to be more of a technical convenience than an essential
requirement of the proof. Moreover, there are importantC2-cofinite irrational VOAs, such
as the triplet W-algebras [AM08], their tensor products, and their subalgebras fixed by fi-
nite solvable automorphism groups [Miy15]. Thus, it is natural to consider generalizing
the sewing-factorization theorem to C2-cofinite VOAs that are not necessarily rational.

So now we assume that V is C2-cofinite but not necessarily rational. By Rem. 0.1.3,
Sq is still well-defined and is injective. But Sq is not necessarily surjectice. Thus we only
have “ď” in (0.1.7). For instance, if we let M be a grading-restricted V-module which
is not completely reducible, and if we choose ψ P T ˚

X pW‚ b M b M1q, then Sqψ is an
element of T ˚

X pW‚q which is not necessarily in the range of Sq. Thus, a preliminary step
to understanding the sewing-factorization property is to answer the following question:

Question 0.2.1. Is T ˚
SqX

pW‚q spanned by elements of the form Sqψwhereψ P T ˚
X pW‚bMbM1q

and M is a grading-restricted V-module?

The answer is known in the low genus cases:

Case 1. If X is the disjoint union of P1 “ pP1; 0, z1,8q and P2 “ pP1; 0, z2,8q (where
z1, z2 P C are non-zero) and if the sewing is along the point 0 of P1 and 8 of P2

(so that SqX is a sphere), then Question 0.2.1 is answered affirmatively by [HLZ14,
HLZ12a]-[HLZ12g].

Case 2. If X is pP1; 0, z,8q where z ‰ 0, and if the sewing is along 0,8 (so that SqX is
a torus), then the answer to Question 0.2.1 is negative, as suggested by the replace-
ment of traces with pseudo-traces in the study of the modular invariance of genus
1 conformal blocks in [Miy04, AN13].

It is surprising that the answer to Question 0.2.1 depends on the type of the sewing:
In Case 1, the sewing is disjoint, and in Case 2, the sewing is a self-sewing (cf. Fig. 0.1.1).
Worse still, the pseudo-trace construction in Case 2 seems to lack a geometric meaning.
On the other hand, [Gui21b], though focusing mainly on the rational case, suggests that
the genus 0 conformal blocks of permutation-twisted VbN -modules (which are not nec-
essarily of the form W1 b ¨ ¨ ¨ bWN or a direct sum of such modules !!) should correspond
to higher genus conformal blocks of untwisted V-modules via a branched covering of
P1. This correspondence gives us a hint on how to generalize the sewing-factorization
property in Case 1 to the disjoint sewing of higher genus surfaces. Motivated by these
observations, we list below some requirements that, in our opinion, the C2-cofinite but
irrational (i.e. non-necessarily rational) version of sewing-factorization theorem should
satisfy.

R1. It should be easy to see why the rational version (i.e. Thm. 0.1.2) is a special case of
this version.

R2. This version should generalize both Case 1 (Huang-Lepowsky-Zhang’s vertex ten-
sor category theory) and Case 2 (Miyamoto’s pseudo-trace theory). In particular, it
should give the pseudo-trace construction in [Miy04] or [AN13] a geometric expla-
nation.
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R3. Self-sewing should not be considered. Only disjoint sewing is allowed. To compen-
sate, one should also consider disjoint sewing along several pairs of points (cf. Fig.
0.3.1).

R4. One should generally consider a grading-restricted VbN -module which is not nec-
essarily tensor-factorizable (cf. [Gui21b]), i.e., not necessarily a direct sum of those
of the form W1 b ¨ ¨ ¨ b WN where each Wi is a grading-restricted V-module. (This
consideration is closely related to the pseudo-trace mentioned in Case 2.)

R5. This version should be compatible with the permutation-twisted/untwisted corre-
spondence in [Gui21b]. More precisely: The translation of the permutation-twisted
version of genus 0 sewing-factorization theorem as in [HLZ14, HLZ12a]-[HLZ12g]
to the higher genus untwisted case via the construction in [Gui21b] should be a
special case of this version.

The sewing-factorization theorem proposed below fulfills all these requirements, ex-
cept that it is not immediately obvious how this theorem gives a geometric interpretation
of the pseudo-trace construction. We plan to discuss this last difficulty in a separate paper.

0.3 The sewing-factorization theorem for C2-cofinite VOAs

Fix an pN `Mq-pointed compact Riemann surface and an pK `Mq-pointed one

X “ py1
1, . . . , y

1
M |C1|x1, . . . , xN q Y “ py2

1 , . . . , y
2
M |C2|κ1, . . . ,κKq (0.3.1)

Assume that each component of C1 (resp. C2) intersects x1, . . . , xN (resp. κ1, . . . ,κK).
We choose local coordinates ηi, µk, ξj , ϖj at each xi,κk, y

1
j , y

2
j respectively. The reason

we write y1
‚ and y2

‚ on the left of C1, C2 is that we regard them as “outgoing marked
points”. Those written respectively on the right of C1, C2 are regarded as “incoming
marked points”.

Let V be C2-cofinite. Associate a grading-restricted VbN -module W to the marked
points x1, . . . , xN . Associate a grading-restricted VbK-module M to the marked points
κ1, . . . ,κK .

Theorem 0.3.1 (Cf. Thm. 3.5.5). There exist uniquely (up to equivalences) a grading restricted
VbM -module nXpWq and a conformal block ג P T ˚

X pW b nXpWqq (so ג : W b nXpWq Ñ C
is a linear functional “invariant under the action of V”) satisfying the following condition: For
every grading restricted VbM -module X and every Γ P T ˚

X pW b Xq there is a unique morphism
T : X Ñ nXpWq such that Γ “ ג ˝ p1 b T q.

Similarly, such nYpMq and ℸ P T ˚
Y pMb nYpMqq exist uniquely (up to equivalences) for Y.

We call pnXpWq, qג (or simply call nXpWq) the dual fusion product associated to X
and W. Its contragredient module is denoted by bXpWq and called the fusion product
associated to X and W. As an immediate consequence of Thm. 0.3.1, we have

dimHomVbM pX,nXpWqq “ dimT ˚
X pW b Xq (0.3.2)
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For each 1 ď j ď M , choose neighborhoods W 1
j of y1

j and W 2
j of y2

j on which ξj and
ϖj are defined respectively. We assume that there exist rj , ρj ą 0 such that

ξjpW
1
jq “ Drj ϖjpW

2
j q “ Dρj (0.3.3)

Note that ξjpy1
jq “ ϖjpy

2
j q “ 0.

For each j, choose qj P C satisfying

0 ă |qj | ă rjρj (0.3.4)

Remove small discs centered at y1
j , y

2
j respectively, and glue the remaining part by the rule

that p1
j P W 1

j and r2
j P W 2

j are identified iff

ξjpp
1
jqϖjpp

2
j q “ qj (0.3.5)

By performing this gluing construction for all 1 ď j ď M we obtain a new pointed surface

X#q‚Y “ pCq‚ |x1, . . . , xN ,κ1, . . . ,κKq (0.3.6)

with local coordinates η1, . . . , ηN , µ1, . . . , µK . See Figure 0.3.1 for example.

x1

x2

κ1

κ3

κ2
X Y

Figure 0.3.1 An example of X#q‚Y where N “ 2,K “ 3,M “ 3. X#q‚Y has genus 5

Write Y p1b¨ ¨ ¨bcb¨ ¨ ¨b1, zq “
ř

nPZ Ljpnqz´n´2 where the conformal vector c P Vp2q

is at the j-th tensor component of 1 b ¨ ¨ ¨ b c b ¨ ¨ ¨ b 1.

Theorem 0.3.2 (Sewing-factorization). There is a well-defined linear map

Ψq‚ : HomVbM

`

bY pMq,nXpWq
˘

Ñ T ˚
X#q‚Y

pW b Mq

T ÞÑ Sq‚

`

pג ˝ T q b ℸ
˘ (0.3.7)

By “well-defined” we mean that for each w P W,m P M,

Sq‚

`

pג ˝ T q b ℸ
˘

pw bmq ג“:
`

w b T p´q
˘

¨ ℸ
`

mb q
L1p0q

1 ¨ ¨ ¨ q
LM p0q

M ´
˘

“
ÿ

α

ג
`

w b Tqeα
˘

¨ ℸ
`

mb q
L1p0q

1 ¨ ¨ ¨ q
LM p0q

M eα
˘ (0.3.8)

(where teαu is a homogeneous basis of nYpMq and tqeαu is its dual basis), as a formal series of
q1, . . . , qM and log q1, . . . , log qM , converges absolutely (in an appropriate sense) to a conformal
block associated to X#q‚Y and W b M.

Moreover, Ψq‚ is an isomorphism of (finite-dimensional) vector spaces.

Thm. 0.3.2 can be stated in the following equivalent way, thanks to Thm. 0.3.1.
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Corollary 0.3.3 (Sewing-factorization). There is a well-defined isomorphism of vector spaces

Φq‚ : T ˚
X

`

W b bYpMq
˘

Ñ T ˚
X#q‚Y

pW b Mq

ψ ÞÑ Sq‚

`

ψb ℸ
˘ (0.3.9)

where, for each w P W,m P M,

Sq‚

`

ψb ℸ
˘

pw bmq “ ψ
`

w b ´
˘

¨ ℸ
`

mb q
L1p0q

1 ¨ ¨ ¨ q
LM p0q

M ´
˘

(0.3.10)

0.4 Self-sewing regained; the factorization formula

Although we have only considered disjoint sewing in Sec. 0.3, we can still prove
a sewing-factorization theorem for any type of sewing by transforming it to a disjoint
sewing as in Fig. 0.4.1.

“

Figure 0.4.1 Transforming self-sewing to disjoint sewing

Let V be C2-cofinite. Let X “ py1, y2; ξ,ϖ|C|x1, . . . , xN ; η1, . . . , ηN q be as in Sec. 0.1. We
have moved the pair of points y1, y2 to the left of C to indicate that they may be viewed
as “outgoing points”. For each 0 ă |q| ă rρ, SqX is as in Sec. 0.1. Associate a grading-
restricted VbN -module W to the marked points x1, . . . , xN .

Let ζ be the standard coordinate of C. Let

Q “ p8, 0; 1{ζ, ζ|P1|1; ζ ´ 1q (0.4.1)

be an 3-pointed sphere with marked points 8, 0, 1 (where 8, 0 are the outgoing ones) and
local coordinates 1{ζ, ζ, ζ´1. Associate V to the incoming point 1. By Thm. 0.3.1, we have
a dual fusion product pnQpVq,ℸq where nQpVq is a grading-restricted VbV-module, and
the linear functional ℸ : V b nQpVq Ñ C is a conformal block (i.e. ℸ P T ˚

Q pV b nQpVqq).
(In fact, nQpVq is a subspace of Li’s regular representation of V [Li02, LS22], see Exp.
0.5.2.) Recall that bQpVq is the contragredient module of nQpVq.

Let X#q1,q2Q denote the sewing of X and Q along the pairs of points py1, 0q and py2,8q

with parameters q1, q2 P C satisfying q1q2 “ q. Then Xq1,q2 is almost equal to SqX except
that Xq1,q2 has an extra marked point. Associate V to this extra point. Then by the propa-
gation of conformal blocks (2.5.25) (cf. [Zhu94, FBZ04, Cod19, DGT21, Gui22b]), we have
a canonical isomorphism T ˚

SqX
pWq » T ˚

X#qQ
pW b Vq. Thus, Cor. 0.3.3 implies:

Corollary 0.4.1 (Sewing-factorization). There is a well-defined isomorphism of vector spaces

Sq : T ˚
X

`

W b bQpVq
˘

Ñ T ˚
SqXpWq (0.4.2)
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such that for every w P W, the following converges absolutely (in an appropriate sense) to a
conformal block Sqψ associated to SqX and W:

Sqψpwq “ ψpw b ´q ¨ ℸp1 b qL1p0q´q (0.4.3)

Remark 0.4.2. If V is C2-cofinite and rational, using the universal property in Thm. 3.5.5,
it is not hard to see that

nQpVq “
à

MPE
M1 b M (0.4.4)

where E is a set of representatives of equivalence classes of irreducible V-modules, and

ℸ : V b

´

à

MPE
M1 b M

¯

Ñ C

v bm1 bm ÞÑ
@

Y pv, 1qm1,m
D

(0.4.5)

satisfies ℸp1 bm1 bmq “ xm1,my if m P M P E and m1 P M1. Then (0.4.3) equals (0.1.6).

We emphasize that the factorization formula

dimT ˚
X

`

W b bQpVq
˘

“ dimT ˚
SqXpWq (0.4.6)

implied by Cor. 0.4.1 generalizes (0.1.7) and computes the dimensions of spaces of con-
formal blocks of SqX in terms of those of X.

0.5 Construction of the dual fusion product nXpWq

Choose integers N ě 1,M ě 0. Consider an pM,Nq-pointed compact Riemann sur-
face with local coordinates

X “ py1, . . . , yM ; θ1, . . . , θM |C|x1, . . . , xN ; η1, . . . , ηN q (0.5.1)

Namely, x‚, y‹ are distinct marked points of the compact Riemann surface C. We view x‚

as the incoming points and y‹ as the outgoing points. We assume that each component of
C intersects tx1, . . . , xNu. Each ηi resp. θj is a local coordinate of C at xi resp. yj .

Let V be C2-cofinite, and let W be a grading-restricted VbN -module. Write

Yipv, zq “ Y p1 b ¨ ¨ ¨ b v b ¨ ¨ ¨ b 1, zq (0.5.2)

if v P V is in the i-th component of 1b¨ ¨ ¨bvb¨ ¨ ¨b1. The goal of this paper is to construct
the dual fusion product nXpWq (which is a grading restricted VbM -module) and prove
Thm. 0.3.1 (“Thm. 3.5.5).

Our definition of nXpWq as a vector space is due to Liang Kong and Hao Zheng
[KZ19]: We set

nXpWq “ lim
ÝÑ

a1,...,aMPN
T ˚

X,a1,...,aM
pWq
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where pT ˚
X,a1,...,aM

pWqqa1,...,aMPN is an increasing system of subspaces of W˚ described as
follows. For each grading-restricted VbM -module M and each a1, . . . , aM P N, if we let

Ωa‹pMq “ tm P M : Yjpvqkm “ 0 @1 ď j ď M, homogeneous v P V, k ě wtpvq ` aju

then for each conformal block ω : W b M Ñ C associated to X and each m P Ωa‹pMq,
ωp´ b mq : W Ñ C is a linear functional. We expect that all such linear functionals
form the space T ˚

X,a‹
pWq “ T ˚

X,a1,...,aM
pWq. So we define T ˚

X,a‹
pWq to be the set of linear

functionals ϕ : W Ñ C satisfying an “invariance condition” that is strong enough and is
satisfied by all linear functionals of the form ωp´ bmq. Such a linear functional is called
a partial conformal block of multi-level a1, . . . , aM associated to X and W, because it is a
conformal block when M “ 0. Roughly speaking, this invariance condition says that the
actions of Yipv, zq on W, for all 1 ď i ď N , can be extended holomorphically to the same
holomorphic section on C ´ tx‚, y‹u which has the desired order of poles (determined
by aj) at each each yj . We refer the readers to Def. 2.1.7 for the precise definition which
involves the sheaf VX,a‹

“ VX,a1,...,aM on C (cf. Def. 2.1.3), a generalization of the vertex
algebra bundles in [FBZ04, Ch. 6].

VX,0,...,0 and T ˚
X,0,...,0pWq were introduced in [NT05, Sec. 7.2] and [DGT22, Sec. 6.2] to

study the factorization property for conformal blocks of C2-cofinite and rational VOAs.
When a1, . . . , aM are not necessarily equal to 0 but C has genus 0, T ˚

X,a‹
pWq, or rather its

(pre-)dual space TX,a‹
pWq, has appeared much earlier:

Example 0.5.1. Let ζ be the standard coordinate of C. Choose z P Cˆ “ C ´ t0u. Assume
that X is the 3-pointed sphere

Pz “ p8; 1{ζ|P1|z, 0; ζ ´ z, ζq (0.5.3)

with incoming points z, 0 and outgoing one 8. Choose grading-restricted V-modules
W1,W2. Then W1 b W2 is a grading-restricted V b V-module. In the language of the
vertex tensor category theory by Huang-Lepowsky [HL95a, HL95b, HL95c, Hua95] and
Huang-Lepowsky-Zhang [HLZ14, HLZ12a]-[HLZ12g], nPzpW1bW2q is equal to the P pzq

dual fusion (tensor) product W1nP pzqW2 in the category of grading-restricted V-modules.
Moreover, T ˚

Pz ,a
pW1bW2q is the set of all λ P pW1bW2q˚ satisfying the P pzq-compatibility

condition (cf. [HLZ12c, Sec. 5.2] the paragraph after Rem. 5.33) and satisfying that for
each homogeneous v P V,

Y 1
P pzqpvqk ¨ λ “ 0 @ k ě wtpvq ` a (0.5.4)

where Y 1
P pzq

pv, zq “
ř

kPZ Y
1
P pzq

pvqkz
´k´1 is defined in [HLZ12c, Def. 5.3]. (Note that the

notation Y 1 defined in Def. 1.1.3 and used extensively in Ch. B has a different meaning
and, in particular, satisfies an upper truncation property.)

Example 0.5.2. Let X be Q “ (0.4.1) and W “ V. Then each T ˚
m,npVq is the Ωm,n-subspace

of Li’s regular representation of V [Li02, LS22]. Note that nQpVq “ lim
ÝÑnPN T ˚

Q,n,npVq. Let

rOnpVq “ SpanC
␣

Resz“0 z
´2n´2Y pp1 ` zqLp0q`nu, zqvdz : u, v P V

(

(0.5.5)
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Then the (pre-)dual space TQ,n,npVq of T ˚
Q,n,npVq, denoted by rAnpVq, is equal to

TQ,n,npVq “ rAnpVq “ V{ rOnpVq (0.5.6)

When n “ 0, rA0pVq (as a vector space) is equal to the Zhu algebra ApVq “ A0pVq intro-
duced by Zhu in [Zhu96]. (That TQ,0,0pVq equals ApVq was shown in [NT05, Prop. 7.2.2
and A.2.7].) In general, we have

AnpVq “ rAnpVq{tLp0qv ` Lp´1qv : v P Vu (0.5.7)

where AnpVq is the level n Zhu algebra introduced by Dong-Li-Mason in [DLM98]. See
Ch. B or [Li01b, Li22] for details.

Next, we explain how to define a weak VbM -module structure on nXpWq. We need to
define Yjpvqn “ Y p1 b ¨ ¨ ¨ b v b ¨ ¨ ¨ b 1qn on nXpWq for each v P V, show that Yj satisfies
the Jacobi identity in the definition of weak VOA modules, and show that Yj commutes
with Yk if j ‰ k. This task is one of the most important and non-trivial steps towards our
ultimate goal of proving the sewing-factorization theorem. It clearly has its counterparts
in the vertex tensor category theory by Huang-Lepowsky and Huang-Lepowsky-Zhang
(cf. [HLZ12c, Ch. 6]) and in the theory of regular representations by Li (cf. [Li02]).
But it also plays a role similar to that of constructing an ApVqbM -module structure on
TX,0,...,0pWq in the proof of the factorization property for conformal blocks of C2-cofinite
and rational VOAs, cf. [NT05, Sec. 7.2] and [DGT22, Sec. 6].

[NT05, DGT22, KZ19] all use some universal algebra of V to treat this problem. In
our paper, instead of using any associative algebra of V (either the universal algebra or
the higher level Zhu algebras), we carry out this task by using the (single and double)
propagations of partial conformal blocks, which is similar to the methods in [Zhu94] and
especially in [Gui22b]. One may view our method as an analytic-geometric and higher-
genus version of Huang-Lepowsky-Zhang’s approach in [HLZ12c] and Li’s approach in
[Li02]. (Note that Nagatomo-Tsuchiya’s approach also uses (single and double) propata-
tions. See for example [NT05, Sec. 5.5], some arguments of which are used in the proof of
[NT05, Prop. 7.7.2.].) In Ch. B, we will show that the algebra structure of AnpVq can be
constructed naturally from the module structure of nXpWq.

To explain our method, we first consider the case that X is Q “ (0.4.1). Then W is a
V-module and is associated to the incoming marked point 1. We need to define Y`pv, zq “

Y pvb1, zq and Y´pv, zq “ Y p1b v, zq if v P V, where the vertex operations Y` and Y´ are
associated to the outgoing marked points 8 and 0 respectively. Choose any ϕ P nQpWq,
which is a linear functional W Ñ C. Using the strong residue theorem 2.5.5, one can show
that for each w P W, the formal Laurent series

xϕ, YWpv, z ´ 1qwy (0.5.8)

can be extended to a holomorphic function ≀ϕpv, wq on Cˆ ´ t1u “ C ´ t0, 1u with finite
poles at 0, 1,8. Clearly ≀ϕpv, wq is bilinear with respect to v, w. Choose circles C´, C`

centered at 0 with radii ă 0 and ą 0 respectively. Then

xY´pvqnϕ, wy “

¿

C´

≀ϕpv, wq ¨ zndz
@

Y 1
`pvqnϕ, w

D

“

¿

C`

≀ϕpv, wq ¨ zndz
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where Y 1
`pv, zq “

ř

n Y
1

`pvqnz
´n´1 “ Y`pezLp1qp´z´2qLp0qv, z´1q. Now, if v1, v2 P V, then

the expressions

≀ϕpv1, YWpv2, z2 ´ 1qwqz1 pwhen |z2 ´ 1| is smallq (0.5.9a)
≀ϕpY pv2, z2 ´ z1qv1, wqz1 pwhen |z2 ´ z1| is smallq (0.5.9b)

can be extended to the same holomorphic function ≀2ϕpv2, v1, wq on Conf2pCˆ ´ t1uq “

tpz1, z2q : z1, z2 P Cˆ ´ t1u, z1 ‰ z2u. By calculating some contour integrals of
≀2ϕpv2, v1, wq, one can show that Y˘pvqnϕ belongs to nQpWq, that Y´ and Y` satisfy the
Jacobi identity, and that Y´ commutes with Y`.

For a general X, the idea is the same, except that one needs more effort to prove that
(0.5.8) can be extended to a global holomorphic section of a suitable holomorphic vec-
tor bundle (of possibly infinite rank) on C ´ tx‚, y‹u, and that (0.5.9) can be extended
to a global holomorphic section on Conf2pC ´ tx‚, y‹uq. These processes are called the
propagations of partial conformal blocks and will be studied systematically in Ch. 2.

We end this introduction with a few remarks.

Remark 0.5.3. In this section, we have assumed that V is C2-cofinite for simplicity. But
nXpWq can be constructed without assuming that V is C2-cofinite. (Therefore, our geo-
metric interpretation of AnpVq is not restricted to C2-cofinite VOAs.) In the main body of
this paper, we only assume that V “

À

nPNVpnq with dimVpnq ă `8. We consider a vec-
tor space W with mutually commuting vertex operations Y1, . . . , YN such that pW, Yiq is a
weak V-module for each i. Then pW, Y1, . . . , YN q is called a weak VˆN -module. Similar
to admissible (i.e. N-gradable) V-modules, an admissible (i.e. NN -gradable) VˆN -module
is a weak VˆN -module W with NN -grading W “

À

n1,...,nNPNWpn1, . . . , nN q compatible
with the vertex operations Y1, . . . , YN . See Def. 1.2.4. If a grading can be chosen such that
each Wpn1, . . . , nN q has finite dimension, we call W a finitely-admissible VˆN -module.
We shall study the propagation of partial conformal blocks for finitely-admissible VˆN -
modules. This finite-dimension condition allows one to sew conformal blocks. (As in
[Gui22b], we understand propagation as a sewing construction (cf. Fig. 2.4.1) followed
by an analytic continuation.) And we shall prove that nXpWq is a weak VˆM -module.

Remark 0.5.4. We have fixed local coordinates η‚ and θ‹ at the incoming points x‚ and
the outgoing points y‹ respectively. But nXpWq can be realized in a coordinate-free way
with the help of Huang’s change-of-coordinate formulas [Hua97]. The independence of
θ‹ can be realized easily using the universal property in Thm. 0.3.1. Thus, we shall fix
θ‹ and define nXpWq as a set of linear functionals on WXpWq, a coordinate-free version of
W. WXpWq is a vector bundle over a single point such that for each choice of η‚ we have
a trivialization Upη‚q : WXpWq

»
ÝÑ W, and that the transition functions are given by the

exponentials of certain Virasoro operators. See Def. 2.1.4 for details. The readers should
notice that WXpWq relies on the choice of grading of W.

In part II of this series, we will study the connections on sheaves of conformal blocks
associated to C2-cofinite VOAs and holomorphic families of compact Riemann surfaces.
We will address several convergence issues concerning conformal blocks. In part III we
will prove the sewing-factorization theorem.

13



Acknowledgment

We are grateful to Liang Kong and Hao Zheng for many enlightening conversations.
In particular, we owe to them the definition of the vector space nXpWq (the dual fusion
product) and the need to consider general VbN -modules for conformal blocks [KZ19]. We
would also like to thank Angela Gibney, Yi-Zhi Huang, Haisheng Li, and Robert McRae
for helpful discussions.

0.A Notations

• N “ tn P Z : n ě 0u, Z` “ tn P Z : n ě 1u.

• δi,j is the Kronecker symbol, which means δi,j “ 0 if i ‰ j and δi,j “ 1 if i “ j.

• All neighborhoods are open. The closure of a subset E is denoted by Ecl.

• All vector spaces are over C.

• If X is set and Y Ă X is a subset, then X ´ Y denotes tx P X : x R Y u. And

ConfnpXq “ tpx1 . . . , xnq P Xn : xi ‰ xj if i ‰ ju (0.A.1)

• If r ą 0, then Dr :“ tz P C : |z| ă ru is the open disc with radius r and Dˆ
r :“

Dr ´ t0u. When there are several discs, we write

Dr‚ “ Dr1 ˆ ¨ ¨ ¨ ˆ DrN Dˆ
r‚

“ Dˆ
r1 ˆ ¨ ¨ ¨ ˆ Dˆ

rN
(0.A.2)

• If F is a sheaf on the topological spaceX , then Fx denotes the stalk of F at x P X and
HqpX,Fq denotes the q-th sheaf cohomology group of X . In particular, H0pX,Fq “

FpUq.

• If X is a complex manifold, then OX denotes the structure sheaf of X . OX,x denotes
the stalk of OX at x and mX,x “ tf P OX,x : fpxq “ 0u is the maximal ideal of OX,x.
Then

pOX,x{mX,xq » C.

If F is an OX -module and x P X then Fx

F |x “
Fx

mX,x ¨ Fx
» Fx bOXx

pOX,x{mX,xq (0.A.3)

is the fiber of F at x, which is a vector space. The residue class of s P F in F |x is
denoted by spxq or s|x:

spxq ” s|x P F |x (0.A.4)

Equivalently,

spxq “ sb 1 P Fx b pOX,x{mX,xq (0.A.5)
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• If E is an OX -module (for example, a holomorphic vector bundle of finite rank on
a complex manifold X), then E_ and E˚ “ HomOX

pE ,OXq both denote the dual
sheaf of E , which is the dual bundle of E when E is a vector bundle. Then for each
open U Ă X ,

ϕ P E˚pUq ðñ ϕ : E |U Ñ OU is an OU -module morphism (0.A.6)

Similarly, if V is a vector space, then V _ and V ˚ both denote the dual vector space
of V .

If E and F are OX -modules, then E bOX
F is often written as E bF for short. (Note

that when E ,F are vector bundles, then E b F is their tensor product bundle.)

• Let E be an OX -module. Let ϕ P E˚pXq, i.e. ϕ is a OX -morphism E Ñ OX . For each
x P X , let

ϕpxq ” ϕ|x :“ ϕb 1 : Ex b pOX,x{mX,xq Ñ OX,x b pOX,x{mX,xq » C (0.A.7)

Thus ϕpxq is a linear functional on E |x. Equivalently, ϕpxq is defined by descending
ϕ : Ex Ñ OX,x to Ex{mX,xEx Ñ C.

• If X is a complex manifold, and S is a divisor on X , then for each k P N, OXpkSq is
the OX -submodule of O|XzS consisting of sections of O|XzS with poles of order ď k
at S. Denote

OXp‚Sq :“ lim
ÝÑ
kPN

OXpkSq.

If E is an OX -module, we set

EpkSq “ E b OXpkSq Ep‚Sq “ lim
ÝÑ
kPN

EpkSq

If E is locally free (i.e. a vector bundle), then the sections of Ep‚Sq can be viewed as
sections of E |XzS with finite poles at S.

• If π : X Ñ Y is a holomorphic map between complex manifolds and E is an OX -
module, then π˚pEq denotes the pushforward of E . If F is an OY -module, then
π˚pFq “ F bOY

OX denotes the pullback of F . Moreover, suppose F is a holomor-
phic vector bundle over Y , whose trivialization on U Ă Y is

f : F |U
»
ÝÑ F bC OU ,

where F is a vector space. Then the pullback π˚F has a natural vector bundle
structure, whose trivialization on π´1pUq Ă Y is

π˚f : π˚pFq|π´1pUq
»
ÝÑ F b Oπ´1pUq.
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• Suppose W is a vector space and z is a formal variable. Then

W rzs :“ t

N
ÿ

n“0

wnz
n : wn P W,n P Nu

W rrzss :“ t
ÿ

nPN
wnz

n : wn P W u

W ppzqq :“ t

8
ÿ

n“´N

wnz
n : wn P W,N P Nu

W rrz˘1ss :“ t
ÿ

nPZ
wnz

n : wn P W u

W ppz, wqq :“ t
ÿ

k,lěN

ak,lz
kwl : ak,l P W,N P Zu

For each w “
ř

nPZwnz
n P W rrz˘1ss,

Resz“0wdz :“ w´1.

If W is a commutative ring, then so is W ppz, wqq.

• We use frequently the symbol

n‚ “ pn1, . . . , nN q. (0.A.8)

• Let X is a complex manifold. Choose a formal power series

f “
ÿ

n‚PNN

an‚ ¨ zn1
1 ¨ ¨ ¨ znN

N P OpXqrrz1, . . . , zN ss

where each a‚ P OpXq. Let Ω be an open subset of CN . We say that

f converges absolutely and locally uniform (a.l.u.) on X ˆ Ω (0.A.9)

if for every compact subsets K Ă X and Γ Ă Ω we have

sup
xPK,z‚PΓ

ÿ

n‚PNN

|an‚pxq| ¨ |zn1
1 ¨ ¨ ¨ znN

N | ă `8

1 Vertex operator algebras and conformal blocks

1.1 Vertex operator algebras and their modules

In this article, unless otherwise stated, we assume that a vertex operator algebra
(VOA) has N-grading V “

À

nPNVpnq and dimVpnq ă `8. The vacuum vector is de-
noted by 1, and the conformal vector is denoted by c. The vertex operator is written as
Y pv, zq “

ř

nPZ Y pvqnz
´n´1. The Virasoro operators are Lpnq “ Y pcqn`1. Recall that V is

called C2-cofinite if dimV{C2pVq ă 8, where C2pVq “ SpantY puq´2v : u, v P Vu.

16



We recall the notion of weak modules and admissible modules. Let W be a vector
space over C with a linear map

V Ñ pEndWqrrz˘1ss

u ÞÑ YWpu, zq “
ÿ

nPZ
YWpuqnz

´n´1.

Definition 1.1.1. We say pW, YWq is a weak V-module if it satisfies:

(a) Lower truncation: For each u P V, w P W, YWpu, zqw P Wppzqq.

(b) Vacuum: YWp1, zq “ 1W.

(c) Jacobi identity: For any u, v P V and m,n, h P Z,

ÿ

lPN

ˆ

m

l

˙

YWpY puqn`l ¨ vqm`h´l

“
ÿ

lPN
p´1ql

ˆ

n

l

˙

YWpuqm`n´lYWpvqh`l ´
ÿ

lPN
p´1ql`n

ˆ

n

l

˙

YWpvqn`h´lYWpuqm`l.

(1.1.1)

Set Lpnq “ YWpcqn`1 for a weak V-module W.
A weak V-module W is called an admissible module if there exists a diagonalizable

operator rLp0q on W with eigenvalues in N, satisfying the grading property

rrLp0q, YWpuqns “ YWpLp0quqn ´ pn` 1qYWpuqn (1.1.2)

We fix grading W “
À

nPNWpnq where

Wpnq “ tw P W : rLp0qw “ nwu (1.1.3)

Moreover, if each eigenspace of rLp0q is finite dimensional, then W is called a finitely-
admissible module.

Definition 1.1.2. Given an admissible V-module W “
À

nPNWpnq, one can define its
contragredient module W1 as follows. As a graded vector space,

W1 “
à

nPN
Wpnq˚. (1.1.4)

The vertex operator YW1 is defined by

@

YW1pv, zqw1, w
D

“

A

w1, YWpezLp1qp´z´2qLp0qv, z´1qw
E

(1.1.5)

for each v P V, w P W, w1 P W1. Define rLp0q on W1 by setting rLp0qw “ nw for w P Wpnq˚.
Then W1 becomes an admissible V-module. We call pW1, YW1q the contragredient module
of W.

If W is furthermore finitely admissible, then so is W1.
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Definition 1.1.3. Suppose pW, YWq is weak V-module. Define Y 1
Wpv, zq P EndpWqrrz˘1ss

and Y 1
Wpvqk P EndpWq by

Y 1
Wpv, zq “

ÿ

nPZ
Y 1
Wpvqn ¨ z´n´1 “ YW

`

ezLp1qp´z´2qLp0qv, z´1
˘

(1.1.6)

If v is homogeneous, it is easy to compute that

Y 1
Wpvqn “

ÿ

kPN

p´1qwtpvq

k!
YW

`

Lp1qkv
˘

´n´k´2`2wtpvq
(1.1.7)

By (1.1.5), if W is admissible, then Y 1
W1pvqn is the transpose of YWpvqn.

1.2 Admissible V1 ˆ ¨ ¨ ¨ ˆ VN -modules

Let V1, ¨ ¨ ¨ ,VN be VOAs. In this section, we introduce the notion of finitely-
admissible V1 ˆ ¨ ¨ ¨ ˆ VN -modules, which is convenient for proving many analytic prop-
erties of conformal blocks. See Thm. A.2.6 for a relationship between such modules and
grading-restricted generalized V1 b ¨ ¨ ¨ b VN -modules when V1, . . . ,VN are C2-cofinite.

Definition 1.2.1. Suppose W is a weak Vi-module with vertex operator YW,i (or Yi for
short if the context is clear) for each 1 ď i ď N . Moreover, if v P Vi, we set

YW,ipv, zq “
ÿ

nPZ
YW,ipvqnz

´n´1

and Lipnq :“ Yipcqn`1. W is called a weak V1 ˆ ¨ ¨ ¨ ˆ VN -module if rYipuqm, Yjpvqns “ 0
for all 1 ď i ‰ j ď N and m,n P N, u P Vi, v P Vj . In particular, if i ‰ j, then Lipmq and
Ljpnq commute with each other.

If M is also a weak V1 ˆ ¨ ¨ ¨ ˆ VN -module, then a linear map T : W Ñ M intertwining
the actions of V1, . . . ,VN is called a (homo)morphism of weak V1 ˆ ¨ ¨ ¨ ˆ VN -modules.
All such maps form a vector space HomV1ˆ¨¨¨ˆVN

pW,Mq.

Remark 1.2.2. A weak V1 b ¨ ¨ ¨ b VN -module (where V1 b ¨ ¨ ¨ b VN is viewed as a single
VOA) is obviously a weak V1 ˆ ¨ ¨ ¨ ˆVN -module. One can prove that the converse is true
by checking the weak associativity [LL04].1 We will discuss this in more details in Sec.
A.1.

Definition 1.2.3. If M is a weak V1 ˆ ¨ ¨ ¨ ˆVN -module and E Ă M is a subset, then we say
E generates M if M is spanned by

tYj1pu1qn1 ¨ ¨ ¨Yjkpukqnk
w :k P Z`, 1 ď j1, ¨ ¨ ¨ , jk ď N,

u1 P Vj1 , . . . , uk P Vjk , n1, ¨ ¨ ¨ , nk P Z, w P Eu
(1.2.1)

Moreover, if E is finite, we say that M is finitely generated.
1We are grateful to Haisheng Li for informing us of this fact.
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Definition 1.2.4. Let V1, ¨ ¨ ¨ ,VN be VOAs and W be a weak V1ˆ¨ ¨ ¨ˆVN -module. We say
that W is an admissible V1ˆ¨ ¨ ¨ˆVN -module if there exist simultaneously diagonalizable
(and hence commuting) operators rLjp0qp1 ď j ď Nq on W with eigenvalues in N such that
for each 1 ď i, j ď N we have

rrLjp0q, Yipvqns “ δi,j
`

pYipLp0qvqn ´ pn` 1qYipvqn
˘

(1.2.2a)

Then we have

rrLp0q, Yipvqns “ YipLp0qvqn ´ pn` 1qYipvqn (1.2.2b)

if we define

rLp0q :“ rL1p0q ` ¨ ¨ ¨ ` rLN p0q (1.2.3)

Set

Wpn‚q ” Wpn1, . . . , nN q “ tw P W : rLjp0qw “ njw p@1 ď j ď Nqu (1.2.4a)

Wpnq “
à

n1`¨¨¨`nN“n

Wpn1, . . . , nN q “ tw P W : rLp0qw “ nwu (1.2.4b)

Wďn “
à

kďn

Wpkq, Vďn “
à

kďn

Vpkq (1.2.4c)

Then we have N-grading and NN -grading

W “
à

nPN
Wpnq “

à

n‚PNN

Wpn‚q (1.2.5)

A vector w P W is called rL‚p0q-homogeneous (or simply homogenous) if it belongs to
Wpn‚q for some n‚ P NN . If w P W, we write

Ăwtjpwq “ nj if rLjp0qw “ njw (1.2.6a)
Ăwtpwq “ n if rLp0qw “ nw (1.2.6b)

Definition 1.2.5. Let W be an admissible V1 ˆ ¨ ¨ ¨ ˆ VN -module. If each Wpnq is finite
dimensional (equivalently, if each Wpn1, . . . , nN q is finite dimensional), then W is called a
finitely admissible V1 ˆ ¨ ¨ ¨ ˆ VN -module.

Example 1.2.6. (1) An admissible (resp. finitely admissible) Vˆ1-module is equivalent
to an admissible (resp. finitely admissible) V-module defined in Definition 1.1.1.

(2) Suppose Wi is an admissible (resp. finitely admissible) Vi-module for each 1 ď i ď

N . Then W‚ “ W1 b ¨ ¨ ¨ b WN is naturally an admissible (resp. finitely admissible)
V1 ˆ ¨ ¨ ¨ ˆVN -module if we define rLip0q on W‚ to be 1b ¨ ¨ ¨ b rLip0q b ¨ ¨ ¨ b 1 where
rLip0q is at the i-th component.

(3) Let W be an admissible V1 ˆ ¨ ¨ ¨ ˆ VN -module. Define a graded vector space

W1 “
à

nPN
Wpnq˚ “

à

n1,...,nN

Wpn1, . . . , nN q˚ (1.2.7)
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For each 1 ď j ď N , define YW1,j : Vj b W1 Ñ W1ppzqq by

@

YW1,jpvj , zqw1, w
D

“

A

w1, YW,jpe
zLp1qp´z´2qLp0qvj , z

´1qw
E

(1.2.8)

for each v P Vj , w P W, w1 P W1. Then W1, together with all YW1,j and all rLjp0q

(where 1 ď j ď Nq, is an admissible V1 ˆ ¨ ¨ ¨ ˆ VN -module if the rLjp0q acting on
each Wpnq˚ is defined to be the transpose of rLjp0q acting on Wpnq. We call W1 the
contragredient module of W.

Convention 1.2.7. Unless otherwise stated, the grading operators of W1 b ¨ ¨ ¨ b WN and
W1 are always defined as in Exp. 1.2.6. The grading operator of V is set to be rLp0q “ Lp0q.

Remark 1.2.8. Suppose that W “
À8

k“1Wk where each Wk is a finitely-admissible V1 ˆ

¨ ¨ ¨ ˆVN -module with grading operators rLk
1p0q, . . . , rLk

N p0q, then W is a finitely admissible
V1 ˆ ¨ ¨ ¨ ˆ VN -module since we can define its grading operators rL1p0q, . . . , rLN p0q to be

rLip0qw “ pk ` rLk
i p0qqw if w P Wk (1.2.9)

1.3 Change of coordinate

In order to give the definition of conformal blocks, we recall the change of coordinate
formula discovered by [Hua97]. Let OC be the structure sheaf of complex plane C and
OC,0 be its stalk at 0. Define G “ tρ P OC,0 : ρp0q “ 0, ρ1p0q ‰ 0u. Then G becomes a group
if we define the multiplication ρ1 ¨ ρ2 to be their composition ρ1 ˝ ρ2.

Notice that for each ρ P G, there exists unique c1, c2, ¨ ¨ ¨ P C, such that

ρpzq “ ρ1p0q ¨ exp
`

ÿ

ną0

cnz
n`1Bz

˘

z. (1.3.1)

Now, choose an admissible VˆN -module W. Define Ujpρq P EndpWqp1 ď j ď Nq to be

Ujpρq “ ρ1p0q
rLjp0q ¨ exp

`

ÿ

ną0

cnLjpnq
˘

(1.3.2)

which is a finite sum when acting on each vector w P W. Since

rrLjp0q, Ljpnqs “ ´nLjpnq,

Ljpnq lowers rLjp0q-weights, and hence lowers rLp0q-weights. So (1.3.2) actually defines
Ujpρq P EndpWďnq. Moreover, Uipρ1q commutes with Ujpρ2q for i ‰ j and ρ1, ρ2 P G, since
each operator in trLip0q, Lipnq : n P Zu commutes with each one in trLjp0q, Ljpnq : n P Zu

if i ‰ j.

Theorem 1.3.1. For a fixed admissible VˆN -module W, Uj gives a representation of G on W for
each 1 ď j ď N , i.e., Ujpρ1 ˝ρ2q “ Ujpρ1qUjpρ2q for ρ1, ρ2 P G. In particular, Ujpρq is invertible
for each ρ P G.

Proof. One may view W as an admissible V-module defined by YW,i. Then this theorem
follows from [Hua97, Sec. 4.2]. See also [FBZ04, Ch. 6] or [Gui23b, Sec. 10].
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Suppose X is a complex manifold and ρ : X Ñ G, x ÞÑ ρx is a function.

Definition 1.3.2. ρ is called a holomorphic family of transformations if for each x P X ,
there exists a neighborhood V of x and a neighborhood U of 0, such that pz, yq P U ˆV ÞÑ

ρypzq is a holomorphic function on U ˆ V .

If ρ is a holomorphic family of transformations, then the coefficients c0, c1, c2, ¨ ¨ ¨ given
by (1.3.1) depend holomorphically on x P X . Therefore, (1.3.2) gives an isomorphism of
OX -modules

Ujpρq : Wďn bC OX
»
ÝÑ Wďn bC OX (1.3.3)

sending each Wďn-valued function w to the section x ÞÑ Ujpρxqwpxq. When N “ 1 so that
W is an admissible V-module, we write U1pρq as Upρq.

Example 1.3.3. Suppose W is an admissible V-module, X “ Cˆ and z P Cˆ. Set γz as

γzptq “
1

z ` t
´

1

z
.

Then γ “ γz is a holomorphic family of transformations and it is easy to compute

Upγzq “ ezLp1qp´z´2q
rLp0q. (1.3.4)

It is easy to see γzpztq “ z´1γ1ptq. Thus

Upγzqz
rLp0q “ z´rLp0qUpγ1q. (1.3.5)

1.4 Sheaves of VOAs for compact Riemann surfaces

Let V be a VOA and C be a compact Riemann surface. We recall the construction of
the sheaf VC associated to V and C.

Let U, V be open subsets of C with univalent (i.e., injective and holomorphic) func-
tions η P OpUq, µ P OpV q. Define a holomorphic family of transformations ϱpη|µq :
U X V Ñ G, p ÞÑ ϱpη|µqp, where ϱpη|µqppzq “ η ˝ µ´1

`

z ` µppq
˘

´ ηppq. Equivalently,

η ´ ηppq “ ϱpη|µqppµ´ µppqq (1.4.1)

and for univalent functions ηi P OpUiqpi “ 1, 2, 3q,

ϱpη3|η1q “ ϱpη3|η2qϱpη2|η1q (1.4.2)

on U1 X U2 X U3. By (1.3.3), we have an isomorphism of OUXV -modules:

Upϱpη|µqq : Vďn bC OUXV
»
ÝÑ Vďn bC OUXV .

By Thm. 1.3.1 and (1.4.2), we have the cocycle condition

Upϱpη3|η1qq “ Upϱpη3|η2qqUpϱpη2|η1qq.
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This allows us to define a locally free OC-module (i.e. a finite rank holomorphic vector
bundle) V ďn

C , such that the transition functions are given by Upϱpη|µqq. Thus, for any
open subset U Ă C with a univalent function η P OpUq, we have a trivialization

Uϱpηq : V ďn
C |U

»
ÝÑ Vďn bC OU . (1.4.3)

Moreover, if V Ă C is another open subset with a univalent function µ P OpV q, then we
have transition function

UϱpηqUϱpµq´1 “ Upϱpη|µqq

on U X V . The sheaf of VOA VC is the OC-module defined by VC “
Ť

nPN V ďn
C , or more

precisely,
VC “ lim

ÝÑ
nPN

V ďn
C .

Example 1.4.1. Let ζ be the standard coordinate of Cˆ. Then for each z P Cˆ,

ϱp1{ζ|ζqz “ ϱpζ|1{ζq1{z “ γz.

By Exp. 1.3.3,
`

Uϱp1{ζqUϱpζq´1
˘

z
“ Upϱp1{ζ|ζqzq “ Upγzq “ ezLp1qp´z´2qLp0q.

1.5 Conformal blocks for compact Riemann surfaces

Definition 1.5.1. X “ pC
ˇ

ˇx1, x2, ¨ ¨ ¨ , xN ; η1, η2, ¨ ¨ ¨ , ηN q is called an N -pointed compact
Riemann surface with local coordinates if

(1) x1, x2, ¨ ¨ ¨ , xN are distinct marked points on the compact Riemann surface C, and
each connected component of C contains one of these points.

(2) For each 1 ď i ď N , ηi is a local coordinate near xi, i.e., a univalent function on a
neighborhood Ui of xi satisfying ηipxiq “ 0.

Forgetting the local coordinates, we call pC
ˇ

ˇx1, x2, ¨ ¨ ¨ , xN q an N -pointed compact Rie-
mann surface.

Fix an N -pointed compact Riemann surface with local coordinates X “

pC
ˇ

ˇx1, x2, ¨ ¨ ¨ , xN ; η1, η2, ¨ ¨ ¨ , ηN q. Let W be a weak VˆN -module. Let us recall the def-
inition of the space of conformal block T ˚

X pWq (cf. [FBZ04, Ch. 9]).
Write

SX “ x1 ` x2 ` ¨ ¨ ¨ ` xN

and let ωC be the cotangent sheaf of C. For each OC-module E , set

Ep‚SXq “ lim
ÝÑ
kPN

EpkSXq.
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More precisely, sections of Ep‚SXq are meromorphic sections of E whose only possible
poles are at x1, x2, ¨ ¨ ¨ , xN . By tensoring with the identity map of ωUi with (1.4.3), we
have the sheaf VC b ωCp‚SXq whose trivialization on the neighborhood Ui of xi is:

Uϱpηiq : VC |Ui b ωUip‚SXq
»
ÝÑ V bC ωUip‚SXq.

where Uϱpηiq is short for Uϱpηiq b1. This allows us to define the i-th residue action of each
section σ P H0

`

Ui,VC b ωCp‚SXq
˘

on W:

σ ˚i w :“ Resηi“0YipUϱpηiqσ, ηiqw. (1.5.1a)

The residue action of σ P H0
`

C,VC b ωCp‚SXq
˘

on w P W is defined by

σ ¨ w “

N
ÿ

i“1

σ ˚i w. (1.5.1b)

Definition 1.5.2. The space of coinvariants TXpWq is defined by

TXpWq “
W

H0
`

C,VC b ωCp‚SXq
˘

¨ W
,

where H0
`

C,VC bωCp‚SXq
˘

¨W is the subspace of W spanned by tσ ¨w : σ P H0
`

C,VC b

ωCp‚SXq
˘

, w P Wu.
The space of conformal blocks T ˚

X pWq is defined to be the dual space of TXpWq.
Therefore, elements in T ˚

X pWq, called conformal blocks are linear functionals ϕ : W Ñ C
that vanish on H0

`

C,VC b ωCp‚SXq
˘

¨ W.

The above definition of conformal blocks depend on the choice of local coordinates.
See Def. 2.1.7 for a coordinate-free definition.

1.6 Sheaves of VOAs for families of compact Riemann surfaces

Definition 1.6.1. X “ pπ : C Ñ Bq is called a family of compact Riemann surfaces if
π : C Ñ B is a surjective proper submersion between complex manifolds, and if each fiber
Cb “ f´1pbq is a compact Riemann surface.

Fix a family of compact Riemann surfaces X “ pπ : C Ñ Bq. We recall the definition of
the sheaf of VOAs on X. (See [Gui23a, Sec. 5] for details.) Let U and V be open subsets
of C. η : U Ñ C and µ : V Ñ C are holomorphic functions, which are univalent on each
fiber of U and V . This is equivalent to saying that pη, πq and pµ, πq are biholomorphic
maps from U, V to open subsets of CˆB. Define a holomorphic family of transformation
ϱpη|µq : U X V Ñ G by

ϱpη|µqppzq “ η ˝ pµ, πq´1
`

z ` µppq, πppq
˘

´ ηppq.

That this family is holomorphic is clear from the definition. An equivalent but more
transparent definition is

η ´ ηppq|pUXV qπppq
“ ϱpη|µqppµ´ µppq|pUXV qπppq

q.
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For functions ηi P OpUiqpi “ 1, 2, 3q univalent on each fiber, we have

ϱpη3|η1q “ ϱpη3|η2qϱpη2|η1q

on U1XU2XU3. Similar to Subsec. 1.4, we can define an OC-module (i.e. a finite rank holo-
morphic vector bundle) V ďn

X such that the transition functions are given by Upϱpη|µqq.
More precisely, if U Ă C is an open subset with η P OpUq univalent on each fiber, then we
have a trivialization

Uϱpηq : V ďn
X |U

»
ÝÑ Vďn bC OU

such that the transition function is given by

UϱpηqUϱpµq´1 “ Upϱpη|µqq.

The sheaf of VOA VX is defined by

VX “ lim
ÝÑ
nPN

V ďn
X ,

which is a possible infinite-rank locally free OC-module (i.e. vector bundle).

1.7 Conformal blocks for families of compact Riemann surfaces

Definition 1.7.1. We call

X “ pπ : C Ñ B|ς‚; η‚q “ pπ : C Ñ B
ˇ

ˇς1, ¨ ¨ ¨ , ςN ; η1, ¨ ¨ ¨ , ηN q (1.7.1)

a family of N -pointed compact Riemann surfaces with local coordinates if

(1) π : C Ñ B is a family of compact Riemann surfaces.

(2) For each i, ςi : B Ñ C is a section, namely, a holomorphic map satisfying π ˝ ςi “ 1B.
Moreover, we assume:

(a) ςipBq X ςjpBq “ H if i ‰ j.

(b) For each b P B, each connected component of Cb contains ςipbq for some 1 ď i ď

N .

(3) η1, ¨ ¨ ¨ , ηN are local coordinates at ς1pBq, ¨ ¨ ¨ , ςN pBq. Namely, for each i, there exists
a neighborhood Ui of ςipBq such that ηi P OpUiq, and that ηi restricts to a univalent
function on Ui X Cb and satisfies ηipςipbqq “ 0 for each b P B. (Equivalently, pηi, πq is
a biholomorphism from Ui to a neighborhood of t0u ˆ B in C ˆ B sending ςipBq to
t0u ˆ B.)

If the local coordinates are forgotten, then pπ : C Ñ B
ˇ

ˇς1, ¨ ¨ ¨ , ςN q is called a family of
N -pointed compact Riemann surfaces. Define the following divisor of C

SX “ ς1pBq ` ¨ ¨ ¨ ` ςN pBq (1.7.2)

Remark 1.7.2. Suppose X “ pπ : C Ñ B
ˇ

ˇς1, ¨ ¨ ¨ , ςN ; η1, ¨ ¨ ¨ , ηN q is a family of N -pointed
compact Riemann surfaces with local coordinates.
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(1) If we choose B as a point (viewed as a 0-dimensional manifold), then X is exactly an
N -pointed compact Riemann surface with local coordinates.

(2) For each b P B, each fiber

Xb :“ pCb
ˇ

ˇς1pbq, ¨ ¨ ¨ , ςN pbq; η1|Cb , ¨ ¨ ¨ , ηN |Cbq

is an N -pointed compact Riemann surface with local coordinates.

(3) Define relative tangent bundle ΘC{B as the subbundle of ΘC containing sections of
ΘC killed by dπ : ΘC Ñ ΘB. The relative dualizing sheaf ωC{B is defined as the dual
bundle of ΘC{B. If U is an open subset of C, then the sections of ωC{BpUq are of the
form fdη, where f P OpUq and η P OpUq is univalent on each fiber of U . If µ P OpUq

is another function univalent on each fiber, then we have transformation rule

fdη “ f
Bη

Bµ
dµ. (1.7.3)

Moreover, we have natural equivalences

ΘC{B|Cb » ΘCb , ωC{B|Cb » ωCb .

Fix an N -pointed family X “ pπ : C Ñ B
ˇ

ˇς‚; η‚q and an admissible VˆN -module W.
Recall that π˚pVX b ωC{Bp‚SXqq is the direct image sheaf of VX b ωC{Bp‚SXq. So each

σ P π˚pVX b ωC{Bp‚SXqqpV q “ pVX b ωC{Bp‚SXqqpπ´1pV qq

is a meromorphic section of VX b ωC{B on π´1pV q with possible poles only at SX. We
define the residue action of π˚pVX b ωC{Bp‚SXqq on W bC OB as follows. Since pηi, πq is a
biholomorphism from Ui to pηi, πqpUiq, we have two obvious equivalences

pηi, πq˚ ” ppηi, πq´1q˚ : OUi

»
ÝÑ Opηi,πqpUiq

(1.7.4a)

pηi, πq˚ ” ppηi, πq´1q˚ : ωC{B|Ui

»
ÝÑ ωpηi,πqpUiq{πpUiq

, (1.7.4b)

where ωpηi,πqpUiq{πpUiq
is the relative dualizing sheaf associated to the family pηi, πqpUiq Ñ

πpUiq inherited from the projection C ˆ B Ñ B. We have the following pushforward
maps, all denoted by Vϱpηiq by abuse of notation:

Vϱpηiq “ p1V b (1.7.4a)q ˝ Uϱpηiq : VX|Ui

»
ÝÑ V bC Opηi,πqpUiq

, (1.7.5a)

Vϱpηiq “ (1.7.5a) b (1.7.4b) : VX b ωC{B|Ui

»
ÝÑ V bC ωpηi,πqpUiq{πpUiq

, (1.7.5b)

Vϱpηiq : VX b ωC{Bp‚SXq|Ui

»
ÝÑ V bC ωpηi,πqpUiq{πpUiq

p‚t0u ˆ Bq. (1.7.5c)

Let z be the standard coordinate of C. If w P W bC OpV q, the i-th residue action of σ
on w is defined by

σ ˚i w “ Resz“0YipVϱpηiqσ, zqw, (1.7.6a)

and the action of σ on w P W bC OpV q is defined by

σ ¨ w “

N
ÿ

i“1

σ ˚i w. (1.7.6b)
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Definition 1.7.3. The OB-module

TXpWq “
W bC OB

π˚pVX b ωC{Bp‚SXqq ¨ pW bC OBq

is called the sheaf of coinvariants, whose dual OB-module T ˚
X pWq is called the sheaf of

conformal blocks. The global sections of T ˚
X pWq are called conformal blocks associated

to X and W.

2 Sewing and propagation of partial conformal blocks

2.1 Partial conformal blocks for compact Riemann surfaces

Definition 2.1.1. An pM,Nq-pointed compact Riemann surface is an pN ` Mq-pointed
compact Riemann surface

X “ py‹|C|x‚q “ py1, ¨ ¨ ¨ , yM
ˇ

ˇC
ˇ

ˇx1, ¨ ¨ ¨ , xN q

where the marked points are split into two groups. Those points x‚ on the right are called
incoming points, and those points y‹ on the left are called outgoing points. Suppose that
for each j a local coordinate θj at yj is defined. We call

X “ py‹; θ‹|C|x‚q “ py1, ¨ ¨ ¨ , yM ; θ1, ¨ ¨ ¨ , θM
ˇ

ˇC
ˇ

ˇx1, ¨ ¨ ¨ , xN q

an pM,Nq-pointed compact Riemann surface (with outgoing local coordinates). Set

SX “ x1 ` ¨ ¨ ¨ ` xN , DX “ y1 ` ¨ ¨ ¨ ` yM . (2.1.1)

Assumption 2.1.2. Unless otherwise stated, we assume that each connected component
of C contains at least one of the incoming marked points x‚ (but not just one of x‚, y‹).

This assumption ensures that certain cohomology groups vanish, cf. (2.2.5).

Definition 2.1.3. For each a1, ¨ ¨ ¨ , aM P N, define

V ďn
X,a1,¨¨¨ ,aM

“ V ďn
X,a‹

:“ V ďn
X

`

´ pLp0qDX ` a1y1 ` ¨ ¨ ¨ ` aMyM q
˘

VX,a1,¨¨¨ ,aM “ VX,a‹
:“ lim

ÝÑ
nPN

V ďn
X,a1,¨¨¨ ,aM

using the data of X,V. More precisely, V ďn
X,a‹

is a locally free OC-submodule of V ďn
C de-

scribed as follows: outside y1, ¨ ¨ ¨ , yM , it is exactly V ďn
C ; for each 1 ď j ď M , if Wj is a

neighborhood of yj on which θj is defined (and univalent), and if Wj X ty1, . . . , yMu “

tyju, then V ďn
X,a‹

|Wj is generated by

Uϱpθjq
´1θ

aj`Lp0q

j v (2.1.2)

for homogeneous vectors v P Vďn.
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Definition 2.1.4. Choose an admissible VˆN -module W, which is associated to the in-
coming marked points x1, ¨ ¨ ¨ , xN . Define a vector bundle WXpWq over a point pt (whose
structure sheaf is C) as follows. For each set of local coordinates η1, ¨ ¨ ¨ , ηN at the incom-
ing marked points x1, ¨ ¨ ¨ , xN , we have a trivialization (i.e. an isomorphism of vector
spaces)

Upη‚q : WXpWq
»
ÝÑ W

satisfying that if there is another set of local coordinates µ1, ¨ ¨ ¨ , µN at x1, ¨ ¨ ¨ , xN , then
the transition function is

Upη‚qUpµ‚q´1 “ U1pη1 ˝ µ´1
1 q ¨ ¨ ¨UN pηN ˝ µ´1

N q (2.1.3)

Notice that Uip¨ ¨ ¨ q commutes with Ujp¨ ¨ ¨ q if i ‰ j.

Definition 2.1.5. Define a linear action of H0
`

C,VX,a1,¨¨¨ ,aM bωCp‚SXq
˘

on WXpWq (called
the residue action) as follows. Choose σ P H0

`

C,VX,a1,¨¨¨ ,aM bωCp‚SXq
˘

and w P WXpWq.
Choose a set of coordinates η‚ at x‚. Then

σ ˚i w “ Upη‚q´1
`

σ ˚i Upη‚qw
˘

(2.1.4a)

σ ¨ w “

N
ÿ

i“1

σ ˚i w (2.1.4b)

Here Upη‚qw is an element of W, and σ ˚i Upη‚qw is defined by (1.5.1a).

Remark 2.1.6. The above definition of σ ˚i w is independent of the choice of η‚. This was
proved in [FBZ04, Thm. 6.5.4] (see also [Gui23a, Thm. 3.2]), as a consequence of Huang’s
change of coordinate Theorem [Hua97] (see also [Gui23b, Sec. 10]).

Definition 2.1.7 (Cf. [KZ19]). Similar to the definition of conformal blocks, we define

TX,a1,¨¨¨ ,aM pWq “ TX,a‹
pWq “

WXpWq

H0
`

C,VX,a1,¨¨¨ ,aM b ωCp‚SXq
˘

¨ WXpWq
(2.1.5)

Then TX,a1,¨¨¨ ,aM pWq is called a truncated X-fusion product of the admissible VˆN -
module W. Its dual space T ˚

X,a1,¨¨¨ ,aM
pWq is called a truncated dual X-fusion product

of W. Moreover, when a1
j ď aj for each 1 ď j ď M , there is a natural injective linear map

T ˚
X,a1

1,¨¨¨ ,a
1
M

pWq ãÑ T ˚
X,a1,¨¨¨ ,aM

pWq. Define the dual X-fusion product of W to be

nXpWq “ lim
ÝÑ

a1,¨¨¨ ,aMPN
T ˚

X,a1,¨¨¨ ,aM
pWq. (2.1.6)

Elements in nXpWq, called partial conformal blocks, are linear functionals ϕ : WXpWq Ñ

C vanishing on H0
`

C,VX,a1,¨¨¨ ,aM b ωCp‚SXq
˘

¨ WXpWq for some a1, ¨ ¨ ¨ , aM .
If M “ 0, we call ϕ a conformal block, and write T ˚

X,a1,¨¨¨ ,aM
pWq as T ˚

X pWq.

We remark that VX,0,...,0 and TX,0,...,0pWq have already been considered in [NT05, Sec.
7.2] and [DGT22, Sec. 6.2].
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2.2 Partial conformal blocks for families of compact Riemann surfaces

Definition 2.2.1. A family of pM,Nq-pointed compact Riemann surfaces (with outgoing
local coordinates) is an pM `Nq-pointed family

X “ pτ‹; θ‹

ˇ

ˇπ : C Ñ B
ˇ

ˇς‚q “ pτ1, ¨ ¨ ¨ , τM ; θ1, ¨ ¨ ¨ , θM
ˇ

ˇπ : C Ñ B
ˇ

ˇς1, ¨ ¨ ¨ , ςN q

where τ‹, ς‚ are sections and each θj is a local coordinate at τjpBq. (Recall Def. 1.7.1.)
We call ς‚ the incoming (families of) marked points and τ‹ the outgoing (families of)
marked points. Define divisors of C:

SX “ ς1pBq ` ¨ ¨ ¨ ` ςN pBq, DX “ τ1pBq ` ¨ ¨ ¨ ` τM pBq. (2.2.1)

Assumption 2.2.2. Unless otherwise stated, we assume that for each b P B, each con-
nected component of Cb contains at least one of the incoming marked points ς‚pbq.

Definition 2.2.3. For each a1, ¨ ¨ ¨ , aM P N, define

V ďn
X,a1,¨¨¨ ,aM

“ V ďn
X,a‹

:“ V ďn
X

`

´ pLp0qDX ` a1τ1 ` ¨ ¨ ¨ ` aMτM q
˘

,

VX,a1,¨¨¨ ,aM “ VX,a‹
: “ lim

ÝÑ
nPN

V ďn
X,a1,¨¨¨ ,aM

.

More precisely, V ďn
X,a1,¨¨¨ ,aM

is a locally free OC-submodule of V ďn
X described as follows:

outside τ1pBq, ¨ ¨ ¨ , τM pBq, it is exactly V ďn
X ; for each 1 ď j ď M , letWj be a neighborhood

of τjpBq on which θj is defined such thatWj intersects only τjpBq among τ1pBq, . . . , τM pBq,
then V ďn

X,a1,¨¨¨ ,aM
|Wj is generated by

Uϱpθjq
´1θ

aj`Lp0q

j v

for homogeneous v P Vďn.

Definition 2.2.4 (Definition of WXpWq). Choose an admissible VˆN -modules W, which is
associated to the incoming marked points ς1, ¨ ¨ ¨ , ςN . Choose an open subset V Ă B small
enough such that the restricted family

XV :“
´

τ1|V , ¨ ¨ ¨ , τM |V

ˇ

ˇ

ˇ
π : CV Ñ V

ˇ

ˇ

ˇ
ς1|V , ¨ ¨ ¨ , ςN |V

¯

where CV “ π´1pV q

(2.2.2)

admits local coordinates η1, ¨ ¨ ¨ , ηN at ς1pV q, ¨ ¨ ¨ , ςN pV q. If there is another set of local
coordinates µ1, ¨ ¨ ¨ , µN at ς1pV q, ¨ ¨ ¨ , ςN pV q respectively, then we have a family of trans-
formations pηi|µiq : V Ñ G such that

pηi|µiqb ˝ µi|Cb “ ηi|Cb

for each b P V . By (1.3.3), we have an isomorphism of OV -modules

Uipηi|µiq : W b OV
»
ÝÑ W b OV .
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Set
Upη‚|µ‚q :“ U1pη1|µ1q ¨ ¨ ¨UN pηN |µN q : W b OV

»
ÝÑ W b OV .

By Thm. 1.3.1 and the fact that Uipρ1q commutes with Ujpρ2q for i ‰ j, Upη‚|µ‚q satisfies
the cocycle condition, and so we can define a locally free OB-module

WXpWq

with a trivialization
Upη‚q : WXpWq|V

»
ÝÑ W b OV

for each set of local coordinates η‚ at ς1pV q, ¨ ¨ ¨ , ςN pV q. The transition function of WXpWq

is given by
Upη‚qUpµ‚q´1 “ Upη‚|µ‚q.

2.2.1 Restriction to fibers

For each b P B, the fiber

Xb “
`

τ1pbq, ¨ ¨ ¨ , τM pbq; θ1|W1XCb , ¨ ¨ ¨ , θM |WMXCb
ˇ

ˇCb
ˇ

ˇς1pbq, ¨ ¨ ¨ , ςN pbq
˘

is an pM,Nq-pointed compact Riemann surface with outgoing local coordinates. Here we
assume ς1pbq, ¨ ¨ ¨ , ςN pbq are incoming marked points and τ1pbq, ¨ ¨ ¨ , τM pbq are outgoing
marked points. Define divisors of fibers

SXpbq “ SXb
“ ς1pbq ` ¨ ¨ ¨ ` ςN pbq, DXpbq “ DXb

“ τ1pbq ` ¨ ¨ ¨ ` τM pbq

Remark 2.2.5. By comparing the transition functions, it is easy to see that for each n P N,
a1, ¨ ¨ ¨ , aM P N and b P B, there is a natural isomorphism of OCb-modules

V ďn
X,a1,¨¨¨ ,aM

|Cb » V ďn
Xb,a1,¨¨¨ ,aM

, (2.2.3a)

and a natural isomorphism of vector spaces

WXpWq|b » WXb
pWq. (2.2.3b)

Therefore, we have

V ďn
X,a1,¨¨¨ ,aM

b ωC{Bp‚SXq|Cb » V ďn
Xb,a1,¨¨¨ ,aM

b ωCbp‚SXpbqq. (2.2.3c)

Proposition 2.2.6. Let n, a1, ¨ ¨ ¨ , aM P N. For each b P B, there exists k0 P N such that for all
k ě k0 there is an isomorphism of vector spaces

π˚

`

V ďn
X,a1,¨¨¨ ,aM

b ωC{BpkSXq
˘

ˇ

ˇ

ˇ

b
» H0

`

Cb,V ďn
Xb,a1,¨¨¨ ,aM

b ωCbpkSXpbqq
˘

(2.2.3d)

(recall the notation (0.A.3)) defined by the natural restriction map

π˚

`

V ďn
X,a1,¨¨¨ ,aM

b ωC{BpkSXq
˘

b
Ñ H0

`

Cb,V ďn
Xb,a1,¨¨¨ ,aM

b ωCbpkSXpbqq
˘

(2.2.4)

In particular, (2.2.4) is surjective.
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Proof. Since the map π : C Ñ B is open, OC is OB-flat by [Fis76, Sec. 3.20]. Since we
have Asmp. 2.1.2, by Serre’s vanishing theorem (cf. [Huy05, Prop. 5.2.7] or [BS76, Thm.
IV.2.1]), there exists k0 P N such that for all k ě k0 we have

H1
`

Cb,V ďn
Xb,a1,¨¨¨ ,aM

b ωCbpkSXpbqq
˘

“ 0. (2.2.5)

Therefore, by the base change property for flat families of complex analytic spaces, the
restriction map (2.2.4) defines an isomorphism (2.2.3d), cf. [BS76, Cor. III.3.9]. (One
can also appeal to Grauert’s base change theorem [GPR94, Thm. III.4.7] or [BS76, Thm.
III.4.12]. See the proof of [Gui23a, Thm. 5.5] about how to use this theorem.)

Corollary 2.2.7. Let a1, ¨ ¨ ¨ , aM P N. Let V be any Stein open subset of B. Then for each b P V ,
the elements of π˚

`

VX,a1,¨¨¨ ,aM b ωC{Bp‚SXq
˘

pV q generate the OB,b-module π˚

`

VX,a1,¨¨¨ ,aM b

ωC{Bp‚SXq
˘

b
(the stalk). Thus, their restrictions to Cb form the vector spaceH0

`

Cb,VXb,a1,¨¨¨ ,aM b

ωCbp‚SXpbqq
˘

.

Proof. The first conclusion follows from Cartan’s theorem A (applied to each OB-module
π˚

`

V ďn
X,a1,¨¨¨ ,aM

b ωC{BpkSXq
˘

, which is coherent by Grauert’s direct image theorem [GR84,
Sec. 10.4]). The second conclusion follows from Prop. 2.2.6.

2.2.2 Sheaves of partial conformal blocks

We assume the isomorphisms (2.2.3).

Definition 2.2.8. Define an OB-linear action of π˚

`

VX,a1,¨¨¨ ,aM b ωC{Bp‚SXq
˘

on WXpWq

(called residue action) as follows. Choose any V Ă B small enough such that there are
local coordinates η1, ¨ ¨ ¨ , ηN at ς1pV q, ¨ ¨ ¨ , ςN pV q. For each section σ P π˚

`

VX,a1,¨¨¨ ,aM b

ωC{Bp‚SXq
˘

pV q “ H0
`

CV ,VX,a1,¨¨¨ ,aM b ωC{Bp‚SXq
˘

and w P H0
`

V,WXpWq
˘

, we have
Upη‚qw P W b OpV q. Since VX,a1,¨¨¨ ,aM b ωC{Bp‚SXq is a subsheaf of VX b ωC{Bp‚SXq,
we can regard σ as an element in π˚

`

VX b ωC{Bp‚SXq
˘

pV q, and the residue action of σ on
Upη‚qw is defined (1.7.6). The residue actions of σ on w are defined by

σ ˚i w :“ Upη‚q´1
`

σ ˚i Upη‚qw
˘

P H0pV,WXpWqq (2.2.6a)

σ ¨ w “

N
ÿ

i“1

σ ˚i w (2.2.6b)

where σ ˚i Upη‚qw is defined by (1.7.6a).

Remark 2.2.9. When restricted to each fiber Cb, using the natural equivalences (2.2.3), we
have (recall notation (0.A.4))

pσ ˚i wqpbq “ σpbq ˚i wpbq (2.2.7)

where σpbq P (2.2.3d), wpbq, pσ ˚i wqpbq P (2.2.3b), and the RHS of (2.2.7) is defined by
(2.1.4a), which is independent of the choice of η‚ due to Rem. 2.1.6. Therefore, the defini-
tion of residue actions in (2.2.6) is also independent of the choice of η‚.

30



Definition 2.2.10. Define the truncated X-fusion product (of multi-level a‹)

TX,a1,¨¨¨ ,aM pWq “
WXpWq

π˚

`

VX,a1,¨¨¨ ,aM b ωC{Bp‚SXq
˘

¨ WXpWq

where the denominator

J “ π˚

`

VX,a1,¨¨¨ ,aM b ωC{Bp‚SXq
˘

¨ WXpWq (2.2.8a)

is the sheafification of the presheaf J pre associating to each open V Ă B the OpV q-
module

J prepV q “ π˚

`

VX,a1,¨¨¨ ,aM b ωC{Bp‚SXq
˘

pV q ¨ WXpWqpV q (2.2.8b)

The dual sheaf is denoted by

T ˚
X,a1,¨¨¨ ,aM

pWq “
`

TX,a1,¨¨¨ ,aM pWq
˘˚

and called the truncated dual X-fusion product. Following Subsec. 2.1, we can define
the dual X-fusion product nXpWq, which is an OB-module. Global sections of nXpWq are
called partial conformal blocks associated to X and W.

Remark 2.2.11. Recall notation (0.A.6). Then we know that the following are equivalent:

ϕ P T ˚
X,a1,¨¨¨ ,aM

pWqpBq

ô ϕ is an OB-module morphism WXpWq Ñ OB vanishing on J

ô ϕ is an OB-module morphism WXpWq Ñ OB vanishing on J pre

(2.2.9)

We call such ϕ a partial conformal block associated to X,W with multi-level a1, . . . , aM .

One should keep in mind that outgoing marked points and local coordinates are only
used to define the sheaf VX,a1,¨¨¨ ,aM . When there are no outgoing marked points and lo-
cal coordinates, i.e., M “ 0, VX,a1,¨¨¨ ,aM is exactly the sheaf of VOA VX and dual fusion
products are exactly conformal blocks.

For the convenience of discussion, we define

Jpbq “ H0
`

Cb,VXb,a1,¨¨¨ ,aM b ωCbp‚SXpbqq
˘

¨ WXb
pWq (2.2.10)

2.2.3 Basic properties of partial conformal blocks

Proposition 2.2.12. For each b P B, the evaluation map

WXpWqb Ñ WXpWq|b » WXb
pWq, w ÞÑ wpbq (2.2.11)

decends to an isomorphism of vector spaces

TX,a1,¨¨¨ ,aM pWq|b
»
ÝÑ TXb,a1,¨¨¨ ,aM pWq.
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Proof. Write mb “ mB,b. Recall that WXpWqb{mB,bWXpWqb “ WXpWq|b. Then
TX,a1,¨¨¨ ,aM pWqb “ WXpWqb{Jb where Jb is the stalk of J at b, and hence

TX,a1,¨¨¨ ,aM pWq|b “
TX,a1,¨¨¨ ,aM pWqb

mbTX,a1,¨¨¨ ,aM pWqb
“

WXpWqb

Jb ` mbWXpWqb
.

Clearly (2.2.11) has kernel mbWXpWqb. Since (2.2.4) is surjective (Prop. 2.2.6), (2.2.11)
restricts to a surjective map

Jb ↠ Jpbq (2.2.12)

and hence descends to a surjective map pJb ` mbWXpWqbq{mbWXpWqb ↠ Jpbq. We thus
have a commutative diagram

Jb ` mbWXpWqb

mbWXpWqb

WXpWqb

mbWXpWqb
TX,a1,¨¨¨ ,aM pWq|b 0

Jpbq WXb
pWq TXb,a1,¨¨¨ ,aM pWq 0

»

where the horizontal lines are exact sequences. By Five Lemma, the third vertical arrow
is an isomorphism.

Remark 2.2.13. Let ϕ : WXpWq Ñ OB be a homomorphism of OV -modules. For each
b P B, we have the restriction

ϕ|b “ WXb
pWq » WXpWq|b Ñ C (2.2.13)

defined by (0.A.7). On the one hand, we may ask whether ϕ is a partial conformal block
of X with multi-level a‹; namely, whetherϕ vanishes on J pV q for all open V Ă B (equiv-
alently, vanishes on J prepV q for all V ). On the other hand, one may ask whether for each
b, ϕ|b is a partial conformal block of Xb with multi-level a‹, i.e. whether the linear map
(2.2.13) vanishes on Jpbq “ (2.2.10). This is affirmed by the following proposition.

Proposition 2.2.14. Let ϕ : WXpWq Ñ OB be an OB-module morphism. Then ϕ P

T ˚
X,a1,¨¨¨ ,aM

pWqpBq if and only if ϕ|b P T ˚
Xb,a1,¨¨¨ ,aM

pWq for each b P B.

Thus, whether or not ϕ is a partial conformal block for the family X can be checked
fiberwisely.

Proof. Suppose that for each b P B, we have ϕ|b P T ˚
Xb,a1,¨¨¨ ,aM

pWq, i.e. the linear map
ϕ|b : WXb

pWq Ñ C vanishes on Jpbq. Then for each open V Ă B and each σ P J prepV q, ϕ
vanishes on σ because for each b P V we have σpbq P Jpbq and henceϕpσq|b “ ϕ|bpσ|bq “ 0.
This proves “ð”. That “ñ” is true follows from the surjectivity of (2.2.12).

Proposition 2.2.15. Let Φ : WXpWq Ñ OB be an OB-module morphism. Suppose that each
connected component of B contains a non-empty open subset V such that the restriction Φ|V :
WXV

pWq Ñ OV is a partial conformal block for XV ,W with multi-level a‹. Then Φ is a partial
conformal block for X and W with multi-level a‹.
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Proof. It suffices to assume that B is connected. Fix a non-empty open subset V such that
Φ|V P T ˚

X,a1,¨¨¨ ,aM
pWqpV q.

First assume B is Stein. By Prop. 2.2.14, it suffices to show Φ|b P T ˚
Xb,a1,¨¨¨ ,aM

pWq for
each b P B. For each b P B and σb P Jpbq, by Cor. 2.2.7, we can find σ P J prepBq whose
restriction to b is σb. Note that Φpσq P OpBq. By Prop. 2.2.14 (applied to the restricted
family XV ), Φpσq|t “ Φ|tpσtq equals 0 for all t P V . Since B is connected, we have Φpσq “ 0
by complex analysis. So Φ|bpσbq “ Φpσq|b “ 0. This finishes the proof.

For the general case, let A be the set of all b P B such that b has a neighborhood U
such that Φ|U is a partial conformal block with multi-level a‹. Then A is non-empty and
open. For any b P B ´ A, let U be a connected Stein neighborhood of b. By the previous
paragraph, Φ|U is a partial conformal block if U has a non-empty open subset rU such that
Φ|

rU
is a partial conformal block with multi-level a‹. Thus U must be disjoint fromA. This

proves that B ´A is open. So B “ A and we are done.

2.3 Sewing partial conformal blocks

2.3.1 Sewing a Riemann surface rC along several pairs of points

Choose an pM,N ` 2Rq-pointed compact Riemann surface (recall Def. 2.1.1)

rX “ py1, ¨ ¨ ¨ , yM ; θ1, . . . , θM
ˇ

ˇ rC
ˇ

ˇx1, ¨ ¨ ¨ , xN
›

›ς 1
1, ¨ ¨ ¨ , ς 1

R, ς
2
1 , ¨ ¨ ¨ , ς2

Rq (2.3.1)

where each θi is a local coordinate at yi.2 We will not assume Asmp. 2.1.2. Instead, we
shall assume the weaker Asmp. 2.3.2.

We assume rX has local coordinates ξ1, ¨ ¨ ¨ , ξR at ς 1
1, ¨ ¨ ¨ , ς 1

R and ϖ1, ¨ ¨ ¨ , ϖR at
ς2
1 , ¨ ¨ ¨ , ς2

R. Moreover, we assume ξ1, ¨ ¨ ¨ , ξR, ϖ1, ¨ ¨ ¨ , ϖR are defined on open neighbor-
hoods V 1

1 , ¨ ¨ ¨ , V 1
R, V

2
1 , ¨ ¨ ¨ , V 2

R, with biholomorphisms

ξi : V
1
i

»
ÝÑ Dri ϖi : V

2
i

»
ÝÑ Dρi (2.3.2)

for some ri, ρi ą 0.

Assumption 2.3.1. We assume that y1, . . . , yM , x1, . . . , xM , V 1
1 , . . . , V

1
R, V

2
1 , . . . , V

2
R are mu-

tually disjoint.

We can sew rX along the pairs of points ς 1
i, ς

2
i for all 1 ď i ď R to get a family of

pM,Nq-pointed nodal curves

X “ py1, ¨ ¨ ¨ , yM ; θ1, . . . , θM
ˇ

ˇπ : C Ñ B
ˇ

ˇx1, ¨ ¨ ¨ , xN q

where B “ Dr‚ρ‚ “ Dr1ρ1 ˆ ¨ ¨ ¨ ˆ DrRρR

(2.3.3)

If b‚ “ pb1, . . . , bRq P B satisfies b1 ¨ ¨ ¨ bR ‰ 0, then the fiber Xb‚
is obtained by removing

the closed disks

F 1
i,b‚

“

!

p1
i P V 1

i : |ξipp
1
iq| ď

|bi|

ρi

)

F 2
i,b‚

“

!

p2
i P V 2

i : |ϖipp
2
i q| ď

|bi|

ri

)

(2.3.4)

2The double vertical line } in (2.3.1) emphasizes that the points after it are for sewing. We will sometimes
write it as a single vertical line or a comma.
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and gluing V 1
i ´ F 1

i,b‚
and V 2

i ´ F 2
i,b‚

(for all i) by the rule

p1
i P V 1

i ´ F 1
i,b‚

is identified with p2
i P V 2

i ´ F 2
i,b‚

ðñ ξipp
1
iqϖipp

2
i q “ bi (2.3.5)

This gives Cb‚
which, together with the marked points y‹, x‚ (which remain after sewing)

and the local coordinates of rX, forms the pointed surface Xb‚
. Letting bi Ñ 0 for some i,

we get the pointed nodal curve Xb‚
if b1 ¨ ¨ ¨ bR “ 0.

Assumption 2.3.2. For each b‚ “ pb1, . . . , bRq P B such that b1 ¨ ¨ ¨ bR ‰ 0, each connected
component of Cb‚

“ π´1pb‚q intersects tx1, ¨ ¨ ¨ , xNu. In other words, we assume that Xb‚

satisfies Asmp. 2.1.2

2.3.2 Details of the sewing construction

Let us describe the construction of the family X in details. The general construction
can be found in [Gui23a, Sec. 3]. We make the identifications

V 1
i “ Dri via ξi

V 2
i “ Dρi via ϖi

(2.3.6)

The ξi and ϖi become the standard coordinate of C (i.e. the identity maps):

ξi : Dri
“
ÝÑ Dri ϖi : Dρi

“
ÝÑ Dρi

We shall freely switch the orders of Cartesian products. Define

Dr‚ :“ Dr1 ˆ ¨ ¨ ¨ ˆ DrM Dρ‚ :“ Dρ1 ˆ ¨ ¨ ¨ ˆ DρM

qi “ ξiϖi : Dri ˆ Dρi Ñ Driρi pz, wq ÞÑ zw

Define also Wi and its open subsets W 1
i ,W

2
i by

Wi “ Dri ˆ Dρi ˆ
ź

j‰i

Drjρj (2.3.7a)

W 1
i “ Dˆ

ri ˆ Dρi ˆ
ź

j‰i

Drjρj (2.3.7b)

W 2
i “ Dri ˆ Dˆ

ρi ˆ
ź

j‰i

Drjρj (2.3.7c)

Then we can extend ξi, ϖi, qi constantly to

ξi :Wi Ñ Dri pz, w, ˚q ÞÑ z (2.3.8a)
ϖi :Wi Ñ Dρi pz, w, ˚q ÞÑ w (2.3.8b)
qi :Wi Ñ Driρi pz, w, ˚q ÞÑ zw (2.3.8c)

Then we have open holomorphic embeddings

pξi, ϖi,1q :Wi
“
ÝÑ Dri ˆ Dρi ˆ

ź

j‰i

Drjρj (2.3.9a)
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pξi, qi,1q :W 1
i Ñ Dri ˆ Driρi ˆ

ź

j‰i

Drjρj » Dri ˆ Dr‚ρ‚ (2.3.9b)

pϖi, qi,1q :W 2
i Ñ Dρi ˆ Driρi ˆ

ź

j‰i

Drjρj » Dρi ˆ Dr‚ρ‚ (2.3.9c)

The image of (2.3.9b) resp. (2.3.9c) is precisely the subset of all pzi, b1, . . . , bRq P Dri ˆDr‚ρ‚

resp. pwi, b1, . . . , bRq P Dρi ˆ Dr‚ρ‚ satisfying

|bi|

ρi
ă |zi| ă ri resp.

|bi|

ri
ă |wi| ă ρi.

So closed subsets F 1
i Ă Dri ˆDr‚ρ‚ and F 2

i Ă Dρi ˆDr‚ρ‚ can be chosen such that we have
biholomorphisms

pξi, qi,1q :W 1
i

»
ÝÑ Dri ˆ Dr‚ρ‚ ´ F 1

i (2.3.10a)

pϖi, qi,1q :W 2
i

»
ÝÑ Dρi ˆ Dr‚ρ‚ ´ F 2

i (2.3.10b)

By the identifications (2.3.6), we can write the above maps as

pξi, qi,1q :W 1
i

»
ÝÑ V 1

i ˆ Dr‚ρ‚ ´ F 1
i Ă rC ˆ Dr‚ρ‚ (2.3.11a)

pϖi, qi,1q :W 2
i

»
ÝÑ V 2

i ˆ Dr‚ρ‚ ´ F 2
i Ă rC ˆ Dr‚ρ‚ (2.3.11b)

In particular, we view F 1
i and F 2

i as closed subsets of rC ˆ Dr‚ρ‚ .
The complex manifold C is defined by

C “
`

W1 \ ¨ ¨ ¨ \WR

˘

ğ

`

rC ˆ Dr‚ρ‚ ´

R
ď

i“1

pF 1
i Y F 2

i q
˘

M

„ (2.3.12)

Here, the equivalence „ is defined by identifying each subsets W 1
i ,W

2
i of Wi with the

corresponding open subsets of rCˆDr‚ρ‚ ´
ŤR

i“1pF 1
i YF 2

i q via the biholomorphisms (2.3.11).
π : C Ñ B is defined as follows. The projection

rC ˆ Dr‚ρ‚ Ñ Dr‚ρ‚ “ B

agrees with

qi :Wi “ Dri ˆ Dρi ˆ
ź

j‰i

Drjρj Ñ Dr‚ρ‚ “ B

when restricted to W 1
i and W 2

i . These two maps give a well-defined surjective holomor-
phic map π : C Ñ B.

Extend xi, yj constantly to Dr‚ρ‚ “ B Ñ rCˆDr‚ρ‚ , whose image is disjoint from F 1
i and

F 2
i for 1 ď i ď R. So xi, yi can be extended to sections of π : C Ñ B. The local coordinate
θj of rX at yj extend constantly to that of X, also denoted by θj . (If a local coordinate ηi
of rX at xi is chosen, we can also extend it constantly to one ηi on X.) This completes the
definition of (2.3.3).
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Remark 2.3.3. We warn the readers that X is NOT a family of compact Riemann surfaces.
When b1 ¨ ¨ ¨ bR “ 0, the fiber Cb‚

of b‚ “ pb1, ¨ ¨ ¨ , bRq is not a compact Riemann surface,
but a nodal curve. (See [Gui23a, Sec. 2], or see [ACG11, Ch. 10] for a relatively complete
story about families of nodal curves.) We will not consider such fibers in this article.

Definition 2.3.4. The set

Σ “ tx P C : π is not a submersion at xu

is called the critical locus of X. In other words, x belongs to Σ iff x is not a smooth point
of the fiber Cπpxq. Write

W “

R
ğ

i“1

Wi W 1 “

R
ğ

i“1

W 1
i W 2 “

R
ğ

i“1

W 2
i (2.3.13)

It is not hard to see that π is a submersion outside W , and for each i we have

Wi X Σ “
`

t0u ˆ t0u
˘

ˆ
ź

j‰i

Drjρj Ă Dri ˆ Dρi ˆ
ź

j‰i

Drjρj (2.3.14)

Thus, we have

Σ “ W ´ pW 1 YW 2q “

R
ğ

i“1

pWi ´ pW 1
i YW 2

i qq (2.3.15)

It is clear that the discriminant locus ∆ “ πpΣq satisfies

∆
def

ùùù πpΣq “ tpb1, . . . , bRq P Dr‚ρ‚ : b1 ¨ ¨ ¨ bR “ 0u “ Dr‚ρ‚ ´ Dˆ
r‚ρ‚

(2.3.16)

2.3.3 The sheaf VX,a1,...,aM

Since X “ (2.3.3) is not a smooth family, the definition of VX,a‹
in Sec. 2.2 does not

apply to the current situation. Let us explain how to define this sheaf. The idea is similar
to that in [DGT21, DGT22]. We follow the approach in [Gui23a, Sec. 5].

Define

VX,a1,...,aM “ lim
ÝÑ
nPN

V ďn
X,a1,...,aM

where each V ďn
X,a1,...,aM

is an OC-module defined as follows. Since π : C ´ Σ Ñ B is
a submersion, the sheaf V ďn

X´Σ,a1,...,aM
is defined as in Def. 2.2.3. Then V ďn

X,a1,...,aM
is

an OC-submodule of V ďn
X´Σ,a1,...,aM

which agrees with V ďn
X´Σ,a1,...,aM

outside Σ. To define
V ďn
X,a1,...,aM

near Σ, it suffices to describe its restriction to eachWi. RecallWi´Σ “ W 1
i YW 2

i

by (2.3.15).

Definition 2.3.5. V ďn
X,a1,...,aM

|Wi is the (automatically free) OW -submodule of
V ďn
X´Σ,a1,¨¨¨ ,aM

|Wi´Σ generated by the sections whose restrictions to W 1
i and W 2

i are

Uϱpξiq
´1pξ

Lp0q

i vq resp. Uϱpϖiq
´1pϖ

Lp0q

i Upγ1qvq (2.3.17)

where ξi, ϖi are defined by (2.3.8) and v P Vďn. This is well-defined (i.e. the two expres-
sions in (2.3.17) agrees on W 1

i XW 2
i ). See [Gui23a] Sec. 5, especially Lemma 5.2.
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Let us recall the definition of the relative dualizing sheaf ωC{B which is similar to that
of V ďn

X,a‹
. When restricted to C ´ Σ, ωC{B is equal to the usual cotangent sheaf defined

before. When restricted to each Wi , ωC{B|Wi is generated freely by the sections whose
restrictions to W 1

i and W 2
i are

ξ´1
i dξi resp. ´ϖ´1

i dϖi. (2.3.18)

Again, this definition is well-defined, since the above two expressions agree on W 1
i XW 2

i

by an easy computation of change of coordinates (recall (2.3.8)) using (1.7.3).

Proposition 2.3.6. Prop. 2.2.6 and Cor. 2.2.7 hold verbatim for the family X “ (2.3.3) defined
by sewing rX “ (2.3.1) as in Subsec. 2.3.1, except that we assume that the point b is not inside the
discriminant locus ∆ “ πpΣq.

Proof. The smooth family XB´∆ satisfies Asmp. 2.1.2 (cf. Asmp. 2.3.2). Therefore, apply-
ing Prop. 2.2.6 to the family XB´∆, together with same argument as the proof of Cor. 2.2.7
(using Grauert’s direct image theorem and Cartan’s theorem A), proves our goal.

2.3.4 Normalized sewing

Associate an admissible VˆN -module W to x1, ¨ ¨ ¨ , xN of rX. Recall (cf. Subsec. 2.3.1)
that the local coordinates ξ‚ at ς 1

‚ and ϖ‚ at ς2
‚ are fixed, but the local coordinates for x‚

are not fixed. Recall that the sheaf W
rX

pWq is defined in Sec. 2.1.
Associate a finitely admissible VˆR-module M to ς 1

1, ¨ ¨ ¨ , ς 1
R and the contragredient

module M1 to ς2
1 , ¨ ¨ ¨ , ς2

R. We identify the vector spaces (recall Def. 2.1.4)

W
rX

pW b M b M1q “ W
rX

pWq b M b M1 (2.3.19)

such that, for each set of local coordinates η‚ at x‚, the following diagram commutes:

W
rX

pW b M b M1q W
rX

pWq b M b M1

W b M b M1

“

Upη‚,ξ‚,ϖ‚q Upη‚qb1

This is possible, since it is not hard to see that the map pUpη‚q b 1q´1Upη‚, ξ‚, ϖ‚q is inde-
pendent of the choice of η‚.

Recall the notation (1.2.4). For each n‚ P NR, let tmpn‚, aq : a P An‚u be a basis of
Mpn‚q and tqmpn‚, aq : a P An‚u be the dual basis of Mpn‚q˚. Note that An‚ is a finite set
since M is finitely admissible. Define

q
rL‚p0q
‚ § bđ “

ÿ

n‚PNR

ÿ

aPAn‚

qn1
1 ¨ ¨ ¨ qnR

R ¨mpn‚, aq b qmpn‚, aq P pM b M1qrrq1, ¨ ¨ ¨ , qRss.

For any partial conformal block

ψ : W
rX

pW b M b M1q “ W
rX

pWq b M b M1 Ñ C

37



associated to rX and the admissible VˆpN`2Rq-module WbMbM1 of multi-level a1, . . . , aM ,
we define a C-linear map

rSψ : W
rX

pWq Ñ Crrq1, ¨ ¨ ¨ , qRss

w ÞÑ rSψpwq “ ψ
`

w b q
rL‚p0q
‚ § b đ

˘

(2.3.20)

rSψ is called the normalized sewing of ψ.

Definition 2.3.7. We say rSψ converges a.l.u. on B if for each w P W
rX

pWq, rSψpwq con-
verges a.l.u. on B “ Dr‚ρ‚ . (Recall Notation (0.A.9).) In this case, we have

rSψpwq P OpBq. (2.3.21)

2.3.5 The sewing of a partial conformal block is a partial conformal block

We continue our discussion from the previous subsection. The OB-module WXpWq is
defined in the same way as in Def. 2.2.4. As mentioned before Rem. 2.3.3, if local coor-
dinates η1, . . . , ηN of rX at x1, . . . , xN are picked, then each ηi can be extended constantly
to local coordinate of X at the section xi, also denoted by ηi. Thus, we can make the
identification

WXpWq “ W
rX

pWq bC OB (2.3.22)

such that for each choice of η‚, the following diagram commutes:

WXpWq W
rX

pWq bC OB

W bC OB

“

Upη‚q Upη‚qb1

This is possible, since the lower left map Upη‚q composed with the inverse pUpη‚q b 1q´1

of the lower right map is independent of the choice of η‚.

Remark 2.3.8. With abuse of notations, we also denote rSψ b 1 by rSψ. Thus, in view of
(2.3.20), we have an OB-module morphism

rSψ : WXpWq “ W
rX

pWq bC OB Ñ Crrq1, . . . , qRss bC OB (2.3.23)

Thus, if rSψ converges a.l.u. on B, by (2.3.21), the above morphism becomes

rSψ : WXpWq Ñ OB (2.3.24)

Recall that we are assuming Asmp. 2.3.2. Also, recall Rem. 2.2.11.

Theorem 2.3.9. Suppose that rSψ converges a.l.u. on B. Then the morphism rSψ : WXpWq Ñ OB
is a partial conformal block of multi-level a1, . . . , aM outside the discriminant locus ∆, i.e.

rSψ|B´∆ P T ˚
XB´∆,a1,...,aM

pWq

Equivalently (cf. Prop. 2.2.14), rSψ|b P T ˚
Xb,a‹

pWq for each b P B ´ ∆.
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To prove Thm. 2.3.9, we need the following analogue of [Gui23a, Thm. 10.3]. Recall
(2.2.8) for the meanings of the notations J ,J pre.

Proposition 2.3.10. Suppose ψ P T
rX,a1,¨¨¨ ,aM

pW b M b M1q. Then rSψ vanishes on

J prepBq “ H0
`

C,VX,a1,¨¨¨ ,aM b ωC{Bp‚SXq
˘

¨ WXpWqpBq.

The proof is similar to [Gui23a, Thm. 10.4]. So we omit some details to make the proof
not extremely long. To explain the ideas, we assume R “ 2 in the proof for simplicity.

Proof. Step 1. We claim that for each unital commutative C-algebra A, for each u P V, and
f P Arrξ1, ϖ1, q2ss, the following two elements of pM bC M1 bC Aqrrq1, q2ss are equal:

Resξ1“0 YM,j

`

ξ
Lp0q

1 u, ξ1
˘

q
rL‚p0q
‚ § b đ ¨f

`

ξ1,
q1
ξ1
, q2

˘dξ1
ξ1

“Resϖ1“0 q
rL‚p0q
‚ § bYM1,j

`

ϖ
Lp0q

1 Upγ1qu,ϖ1

˘

đ ¨f
` q1
ϖ1

, ϖ1, q2
˘dϖ1

ϖ1

(2.3.25)

See [Gui23a, (10.2,10.3)] for the meaning of the expressions T § bđ and § b Tđ (which
equals T t § bđ where T t is the transpose of T ) if T is a linear operator. Recall Upγ1q “

eLp1qp´1qLp0q (cf. (1.3.4)).
The proof is similar to [Gui23a, Lem. 10.2]. First, one may simplify discussions by

evaluating the two sides (2.3.25) with m1 b m for each m P M,m1 P M1 to get elements of
Arrq1, q2ss. As in [Gui23a, (10.13)], one proves

YM,1

`

ξ
Lp0q

1 u, ξ1
˘

q
rL‚p0q
‚ § bđ “ q

rL‚p0q
‚ § bYM1,1

`

pq1{ξ1qLp0qUpγ1qu, q1{ξ1
˘

đ (2.3.26)

as elements of pM b M1qrrξ˘1
1 , q˘1

1 , q˘1
2 ss. In other words,

@

m1, YM,1

`

ξ
Lp0q

1 u, ξ1
˘

q
rL‚p0q
‚ m

D

“
@

YM1,1

`

pq1{ξ1qLp0qUpγ1qu, q1{ξ1
˘

q
rL‚p0q
‚ m1,m

D

(2.3.27)

which follows from (1.2.8) and (1.3.5), as indicated in the formulas before (10.13) of
[Gui23a].

Now, we define an element of pM b M1qrrξ˘1
1 , ϖ˘1

1 , q˘1
2 ss to be

Cpξ1, ϖ1, q2q “ YM,1

`

ξ
Lp0q

1 u, ξ1
˘

pξ1ϖ1q
rL1p0qq

rL2p0q

2 § bđ (2.3.28a)

By (2.3.26), we have

Cpξ1, ϖ1, q2q “ pξ1ϖ1q
rL1p0qq

rL2p0q

2 § bYM1,1

`

ϖ
Lp0q

1 Upγ1qu,ϖ1

˘

đ (2.3.28b)

Set D “ f ¨ C. As shown in the proof of [Gui23a, Lem. 10.2], we have the general fact
about series:

Resξ1“0 D
`

ξ1,
q1
ξ1
, q2

˘dξ1
ξ1

“ Resϖ1“0 D
` q1
ϖ1

, ϖ1, q2
˘dϖ1

ϖ1
(2.3.29)

This proves (2.3.25). If we exchange 1 and 2, a similar description holds true.
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Step 2. Define divisors of C and rC:

SX “

N
ÿ

i“1

xipBq S
rX

“

N
ÿ

i“1

xi T
rX

“
ÿ

j

ς 1
j `

ÿ

j

ς2
j

Choose v P H0
`

C,VX,a1,¨¨¨ ,aM b ωC{Bp‚SXq
˘

. We claim that we have a formal power series
expansion

v “
ÿ

m,nPN
vm,nq

m
1 q

n
2 , (2.3.30)

where vm,n P H0
`

rC,V
rX,a1,¨¨¨ ,aM

b ω
rC
p‚pS

rX
` T

rX
qq
˘

.

Choose any precompact open subset U Ă rC disjoint from ς 1
1, ς

1
2, ς

2
1 , ς

2
2 . We can find

small enough 0 ă ϵ ă r, 0 ă λ ă ρ such that U ˆ Dϵλ Ă C is disjoint from the sewing
parts. This means the restriction of π : C Ñ B to U ˆ Dϵλ equals rπ : rC ˆ Drρ Ñ Drρ.
The section v|UˆDϵλ

of VX,a1,¨¨¨ ,aM b ωC{Bp‚SXq can be regarded as a section of V
rXˆDrρ

b

ω
rCˆDrρ{Drρ

p‚SXq. By taking power series expansion at q‚ “ 0, v|UˆDϵλ
can be regarded

as an element in
`

V
rX,a1,¨¨¨ ,aM

b ω
rC
p‚pS

rX
` T

rX
qq
˘

pUqrrq1, q2ss. This defines (2.3.30) where

vm,n P H0
`

rC ´ tς 1
1, ς

1
2, ς

2
1 , ς

2
2u,V

rX,a1,¨¨¨ ,aM
b ω

rC
p‚pS

rX
` T

rX
qq
˘

.
Recall by (2.3.7) that

W1 “ Dr1 ˆ Dρ1 ˆ Dr2ρ2 W 1
1 “ Dˆ

r1 ˆ Dρ1 ˆ Dr2ρ2 W 2
1 “ Dr1 ˆ Dˆ

ρ1 ˆ Dr2ρ2

and that exchanging the subscripts 1, 2 above gives the description of W2,W
1
2,W

2
2 . By the

description of VX,a1,¨¨¨ ,aM and ωC{B on W in (2.3.17), (2.3.18), v|W1´Σ is a sum of sections
whose restrictions to W 1

1 resp. W 2
1 under the trivializations Uϱpξ1q resp. Uϱpϖ1q are

f
`

ξ1,
q1
ξ1
, q2

˘

ξ
Lp0q

1 u ¨
dξ1
ξ1

resp. ´ f
` q1
ϖ1

, ϖ1, q2
˘

ϖ
Lp0q

1 Upγ1qu ¨
dϖ1

ϖ1
(2.3.31)

where u P V and f “ fpξ1, ϖ1, q2q P OpW1q. Exchanging the roles of 1, 2 gives the
description of v|W2´Σ. This shows that the vm,n in (2.3.30) has poles of orders at most
m` 1 (resp. n` 1) at ς 1

1, ς
2
1 (resp. ς 1

2, ς
2
2 ). This completes the construction of (2.3.30).

Step 3. By settingA “ C in (2.3.25) and using the fact that v|W1´Σ is a finite sum of vec-
tors of the form (2.3.31), we have the following equation of elements in pMbM1qrrq1, q2ss:

ÿ

m,nPN

`

vm,n ¨ q
rL‚p0q
‚ § b đ `q

rL‚p0q
‚ § bvm,n ¨ đ

˘

qm1 q
n
2 “ 0, (2.3.32)

where the residue action of vm,n on M and M1 are as in (1.5.1) using local coordinates
ξ1, ξ2, ϖ1, ϖ2.

On the other hand, since ψ P T ˚
rX,a‹

pW b M b M1q, for each w P W, considered as a
constant section of W b OpBq, the element Am,n P Crrq1, q2ss defined by

Am,n :“ ψ
`

pvm,n ¨wqbpq
rL‚p0q
‚ §bđq

˘

`ψ
`

wbpvm,n ¨q
rL‚p0q
‚ §bđq

˘

`ψ
`

wbpq
rL‚p0q
‚ §bvm,n ¨đq

˘
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equals 0. By (2.3.30) and (2.3.32), we have

0 “
ÿ

m,nPN
Am,nq

m
1 q

n
2 “

ÿ

m,n

ψ
`

pvm,n ¨ wq b pq
rL‚p0q
‚ § bđq

˘

qm1 q
n
2 “ rSψpv ¨ wq,

which proves rSψ vanishes on J prepBq.

Proof of Thm. 2.3.9. Choose any b P B´∆. Since WXpWq » WbCOB via Upη‚q, WXpWqpBq

generates the fiber WXpWq|b » WXb
pWq. This fact, together with Prop. 2.3.6 and Cor. 2.2.7,

shows that J prepBq generates Jpbq “ (2.2.10). Thus, since rSψ vanishes on J prepBq by
Prop. 2.3.10, rSψ|b vanishes on Jpbq. So rSψ|b P T ˚

Xb,a‹
pWq.

2.4 The main example of sewing related to propagation

Let C “ py1, ¨ ¨ ¨ , yM ; θ1, ¨ ¨ ¨ , θM
ˇ

ˇC
ˇ

ˇx1, ¨ ¨ ¨ , xN q be an pM,Nq-pointed compact Rie-
mann surface with outgoing local coordinates. Assume we have local coordinates
η1, ¨ ¨ ¨ , ηN defined on mutually disjoint neighborhoods V1, ¨ ¨ ¨ , VN of x1, ¨ ¨ ¨ , xN . More-
over, we choose r1, . . . , rN ą 0 and assume that

ηipViq “ Dri for each 1 ď i ď M

y1, ¨ ¨ ¨ , yM , V1, ¨ ¨ ¨ , VN are mutually disjoint

We let

P1 “ pP1|0, 1,8q P2 “ ¨ ¨ ¨ “ PN “ pP1|0,8q

rX “ C \ P1 \ P2 \ ¨ ¨ ¨ \ PN

where all marked points except y1, ¨ ¨ ¨ , yM are incoming marked points. We will write
0,8 as 0i,8i if we want to emphasize that they are the corresponding points in Pi. Let
ζ be the standard coordinate of C. Then P1 is equipped with local coordinates ζ, ζ ´

1, 1{ζ and P2, . . . ,PN are equipped with ζ, 1{ζ. Then each incoming marked point of rX
is equipped with a local coordinate.

We sew rX along N pairs of points px1,81q, ¨ ¨ ¨ , pxN ,8N q using local coordinates
pη1, 1{ζq, ¨ ¨ ¨ , pηN , 1{ζq (cf. Fig. 2.4.1) to get a family X with base Dr‚ .

y1

y2

x1

x2

x3

8

1

0

8
0

8
0

Figure 2.4.1

41



Remark 2.4.1. Let us visualize this sewing construction on each smooth fiber. Choose

b‚ “ pb1, . . . , bN q P Dˆ
r‚

” Dˆ
r1 ˆ ¨ ¨ ¨ ˆ Dˆ

rN
“ B ´ ∆

The fiber Xb‚
is obtained by discarding small discs around x1, . . . , xN P C and 81 P

P1, . . . ,8N P PN , and filling the N holes of C using the remaining parts of P1, . . . ,PN

by identifying each γi P Pi outside the discarded part with the point pi “ η´1
i pbiγiq of

C (since ηippiq ¨ 1{ζpγiq “ bi, cf. (2.3.5)). The N holes of C have been filled. So Xb‚
as a

Riemann surface is equivalent to C. The original xi P C is discarded, and 0i P Pi becomes
the point xi on C. The original 1 P P1 becomes η´1

1 pb1q on C.
The local coordinates at the marked points y1, ¨ ¨ ¨ , yM , η

´1
1 pb1q, x1, ¨ ¨ ¨ , xN of Xb‚

are

θj at yj b´1
1 η1 ´ 1 at η´1

1 pb1q b´1
i ηi at xi (2.4.1)

Remark 2.4.2. According to the above remark, when restricted to Dˆ
r‚

, we have

XDˆ
r‚

“
`

y1, ¨ ¨ ¨ , yM ; θ1, ¨ ¨ ¨ , θM
ˇ

ˇπ : C ˆ Dˆ
r‚

Ñ Dˆ
r‚

ˇ

ˇµ, x1, ¨ ¨ ¨ , xN
˘

,

where π is the projection onto the Dr‚-component, x1, ¨ ¨ ¨ , xN , y1, ¨ ¨ ¨ , yM are sections
sending b‚ “ pb1, . . . , bN q to px1, b‚q, ¨ ¨ ¨ , pxN , b‚q, py1, b‚q, ¨ ¨ ¨ , pyM , b‚q, and µ sends b‚ to
pη´1

1 pb1q, b‚q. The local coordinates can be determined fiberwisely by (2.4.1).

Choose a finitely admissible VˆN -module W with contragredient module W1. Note
that rX has incoming marked points x1, . . . , xN ,8N , 01, . . . , 0N , 1, ,81, . . . ,8N where the
1 in the middle belongs to P1. We associate:

W to the set of points x1, . . . , xN
W to the set of points 01, . . . , 0N

V to the point 1
W1 to the set of points 81, . . . ,8N

(2.4.2)

Identify (where all b are over C)

WCpWq “ W, WP1\¨¨¨\PN
pW b V b W1q “ W b V b W1

W
rX

pW b W b V b W1q “ W b W b V b W1

WXpV b Wq “ V b W b ODr‚

via the trivializations defined by the chosen local coordinates.
Let ϕ : W Ñ C be an element of T ˚

C,a1,...,aM
pWq, and let

ω : W b V b W1 Ñ C

w b ub w1 ÞÑ
@

Y1pu, 1qw,w1
D

“
ÿ

nPZ

@

Y1puqnw,w
1
D (2.4.3)

which is a conformal block associated to P1 \ ¨ ¨ ¨ \ PN . Then ψ :“ ϕ b ω is a partial
conformal block for rX of multi-level a1, . . . , aM and its normalized sewing equals

rSψpub wq “ q
Ăwt2pwq

2 ¨ ¨ ¨ q
ĂwtN pwq

N

ÿ

nPZ
q
wtpuq`Ăwt1pwq´n´1
1 ϕ

`

Y1puqnw
˘

(2.4.4)
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if the vectors are homogeneous. (Note that Ăwt1
`

Y1puqnw
˘

“ wtpuq ` Ăwt1pwq ´ n´ 1.) The
a.l.u. convergence of (2.4.4) on Dr‚ is clearly equivalent to the absolute convergence of

ÿ

nPZ
q
wtpuq`Ăwt1pwq´n´1
1 ϕ

`

Y1puqnw
˘

(2.4.5)

on |q1| ă r1. By Thm. 2.3.9, we immediately conclude:

Proposition 2.4.3. If (2.4.5) convergences absolutely on |q1| ă r1 for all u and w, then rSψ|Dˆ
r‚

P

T ˚
XDˆ

r‚

pV b Wq. Equivalently, rSψ|q‚“b belongs to T ˚
Xb,a‹

pV b Wq for each b P Dˆ
r‚

.

The local coordinates in (2.4.1) are not directly applicable to propagation. We define
Y to be the same as Xb‚

as pM,Nq-pointed surface but with different local coordinates:

Yb1 “ py1, . . . , yM ; θ1, . . . , θM |C|η´1
1 pb1q, x1, . . . , xN q

local coordinates: θj at yj η1 ´ b1 at η´1
1 pb1q ηi at xi

(2.4.6)

Then by Prop. 2.4.3 and (2.1.3), under the identification WYb1
pV b Wq “ V b W via the

trivialization defined by the local coordinates of Yb1 we have:

Corollary 2.4.4. Suppose that for each u P V, w P W,

≀ϕpub wq “
ÿ

nPZ
q´n´1
1 ϕpY1puqnwq (2.4.7)

converges absolutely when 0 ă |q1| ă r1. Choose b1 P Dˆ
r1 . Then ≀ϕ|q1“b1 : V b W Ñ C belongs

to T ˚
Yb1

,a‹
pV b Wq.

2.5 Propagation of partial conformal blocks

In order to give a module structure on dual fusion products, we introduce propaga-
tion of dual fusion products. Fix a family of pM,Nq-pointed compact Riemann surfaces
with outgoing local coordinates X “

`

τ1, ¨ ¨ ¨ , τM ; θ1, ¨ ¨ ¨ , θM
ˇ

ˇπ : C Ñ B
ˇ

ˇς1, ¨ ¨ ¨ , ςN
˘

with
divisors defined as (2.2.1). Recall Asmp. 2.2.2.

Definition 2.5.1. Define

≀C “ C ˆB pC ´ SX ´DXq ≀ B “ C ´ SX ´DX

The propagated family of X is an pM,N ` 1q-pointed family

≀X “ p≀τ1, ¨ ¨ ¨ , ≀τM ; ≀θ1, ¨ ¨ ¨ , ≀θM
ˇ

ˇ ≀ π : ≀C Ñ ≀B
ˇ

ˇσ, ≀ς1, ¨ ¨ ¨ , ≀ςN q,

defined to be the pullback of X along π : ≀B Ñ B together with an extra incoming section

σ : ≀B Ñ ≀C, x ÞÑ px, xq is the diagonal map

Let pr1,pr2 be respectively the projection of ≀C onto the first component C and the second
one ≀B. Then

≀π “ pr2 : ≀C Ñ ≀B (2.5.1a)
≀τj : ≀B Ñ ≀C, x ÞÑ pτjpπpxqq, xq ≀ ςi : ≀B Ñ ≀C, x ÞÑ pςipπpxqq, xq (2.5.1b)

≀θj “ θj ˝ pr1 (2.5.1c)
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Remark 2.5.2. Note that if F : B1 Ñ B and G : B2 Ñ B1 are holomorphic maps, then the
pullback of the family X alongG˝F is equal to the pullback alongG of the pullback along
F of X. Thus, from the fact that ≀X is a pullback of X (together with an extra incoming
section) and that Xb is the pullback of X along tbu ãÑ B for each b P B, one easily sees that

p≀XqCb´SX´DX
“ ≀pXbq (2.5.2)

where p≀XqCb´SX´DX
is the pullback of ≀X along Cb ´ SX ´ DX ãÑ C ´ SX ´ DX, i.e. the

restriction of ≀X to Cb ´ SX ´DX.

Now suppose W is a finitely admissible VˆN -module. Associate W to ς1, ¨ ¨ ¨ , ςN in X
and associate V b W (which is a finitely admissible VˆN -module) to σ, ≀ς1, ¨ ¨ ¨ , ≀ςN in ≀X.

Proposition 2.5.3. For each a1, ¨ ¨ ¨ , aM P N, there is a canonical isomorphism of O≀B-modules:

ΨX : W≀XpV b Wq
»

ÝÝÑ
`

VX,a1,¨¨¨ ,aM bOC π
˚WXpWq

˘
ˇ

ˇ

C´SX´DX
(2.5.3)

satisfying the following fact: For every open subset U Ă C ´SX ´DX, every µ P OpUq univalent
on each fiber Ub “ U X π´1pbq (where b P B), and every local coordinates η1 . . . , ηN of X at
ς1, . . . , ςN , if we define the local coordinates of ≀X at the incoming sections σ, ≀ς1, . . . , ≀ςN to be
∆µ, ≀η1, . . . , ≀ηN where

∆µpx, yq “ µpxq ´ µpyq @px, yq P U ˆB U (2.5.4a)
≀ηi “ ηi ˝ pr1 is the pullback of ηi (2.5.4b)

then the following diagram commutes.

W≀XpV b Wq
ˇ

ˇ

U
VX,a1,¨¨¨ ,aM bOC π

˚WXpWq
ˇ

ˇ

U

V b W bC OU

ΨX

»

Up∆µ,≀η‚q Uϱpµqbπ˚Upη‚q

(2.5.5)

Proof. Outside DX, the sheaves VX,a‹
and VX are equals. So this proposition follows from

[Gui22b, Prop. 6.2].

Our main result in this section is parallel to [Gui22b, Thm. 7.1]. To prove this result,
we first recall the following strong residue theorem for X, cf. [Gui22b, Thm. A.1].

Setting 2.5.4. Assume that X is equipped with local coordinates η1, ¨ ¨ ¨ , ηN at incoming
marked points ς1pBq, ¨ ¨ ¨ , ςN pBq. For each j “ 1, ¨ ¨ ¨ , N , choose a neighborhood Uj Ă CB
of ςjpBq on which a local coordinate ηj is defined, and assume that Uj intersects only ςjpBq

among ς1pBq, ¨ ¨ ¨ , ςN pBq, τ1pBq, . . . , τM pBq.

Identify Uj “ pηj , πqpUjq Ă C ˆ B via the biholomorphism pηj , πq (2.5.6)

so that Uj becomes a neighborhood of t0u ˆ B. Set

U˝
j :“ Uj ´ SX “ Uj ´ pt0u ˆ Bq (2.5.7)

which is a subset of Cˆ ˆ B. Let z be the standard coordinate of C.
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Theorem 2.5.5 (Strong residue theorem). Let E be a holomorphic vector bundle of finite rank
and E _ be its dual vector bundle. Assume Setting 2.5.4. Assume that for each 1 ď j ď N we
have trivialization

E |Uj » Ej bC OUj (2.5.8)

where Ej is finite dimensional vector space, and write the corresponding dual trivialization as

E _|Uj » E_
j bC OUj . (2.5.9)

Identify E |Uj ,E
_|Uj with the above trivializations. Consider

sj “
ÿ

nPZ
ej,n ¨ zn P pEj bC OpBqqppzqq (2.5.10)

where ej,n P Ej bC OpBq. For each b P B, if νb P H0
`

Cb,E _|Cb b ωCbp‚SXpbqq
˘

whose series
expansion in Uj,b “ Uj X Cb is

νb|Uj,b
pzq “

ÿ

n

ϕj,nz
ndz

where ϕj,n P E_
j , we define the j-th residue pairing to be

Resj xsj , νby “ Resz“0

A

ÿ

n

ej,npbqzn,
ÿ

n

ϕj,nz
n
E

dz (2.5.11)

Then for arbitrary s1, . . . , sN as in (2.5.10), the following are equivalent:

(1) There exists s P H0
`

C,E p‚SXq
˘

whose series expansion at ςjpBq is sj for 1 ď j ď N .
Namely if we view s|Uj as s|Uj pb, zq, then its series expansion at z “ 0 is (2.5.10).

(2) For any b P B and any νb P H0
`

Cb,E _|Cb b ωCbp‚SXpbqq
˘

,

N
ÿ

j“1

Resj xsj , νby “ 0.

Recall (2.5.4) for the notations ∆µ and ≀η‚.

Theorem 2.5.6. Let W be a finitely admissible VˆN -module. Let ϕ : WXpWq Ñ OB be a partial
conformal block associated to X and W of multi-level a1, . . . , aM . Then there is a unique OC´SX

-
module morphism

≀ϕ : VX,a1,...,aM bOC π
˚WXpWq

ˇ

ˇ

C´SX
Ñ OC´SX

(2.5.12a)

whose restriction (cf. the identification (2.5.3)) to ≀B “ C ´ SX ´DX:

≀ϕ : W≀XpV b Wq Ñ O≀B (2.5.12b)

satisfies the following property:
“Choose any open subset V Ă B such that for each j the restricted family XV has local co-

ordinate ηj at ςjpV q, and choose a neighborhood Uj of ςjpV q on which ηj is defined such that Uj

intersects only ςjpV q among ς1pV q, . . . , ςN pV q, τ1pV q, . . . , τM pV q.

Identify Uj “ pηj , πqpUjq via pηj , πq (2.5.13a)
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so that Uj is a neighborhood of t0u ˆ V in C ˆ V . Let

U˝
j :“ Uj ´ SX “ Uj ´ pt0u ˆ V q (2.5.13b)

which is a subset of Cˆ ˆ V . Let z be the standard coordinate of C.

Identify WXpWq|V “ W bC OV via Upη‚q (2.5.13c)
Identify W≀XpV b Wq|U˝

j
“ V b W bC OU˝

j
via Up∆ηj , ≀η‚q. (2.5.13d)

For each u P V, w P W, consider w as a constant section of WbC OpU˝
j q and ubw as a constant

section of V b W bC OpU˝
j q. Then the following identity holds in OpV qrrz˘1ss:

≀ϕpub wq “ ϕpYjpu, zqwq. (2.5.14)

Here Yjpu, zqw “
ř

nPZ Yjpuqnw ¨ z´n´1 is an element in Wppzqq and ≀ϕpu b wq P OpU˝
j q is

regarded as an element of OpV qrrz˘1ss by taking Laurent series expansion.”
Moreover, we have ≀ϕ P T ˚

≀X,a1,...,aM pV b Wq.

For each ub w P VX,a1,...,aM bOC π
˚WXpWq

ˇ

ˇ

C´SX
, we shall also write

≀ϕpu,wq “ ≀ϕpub wq. (2.5.15)

This theorem can be proved in a similar way as that of [Gui22b, Thm. 7.1], except that
one should pay special attention to the outgoing sections DX. We include a proof below
for the readers convenience.

Proof. Step 1. We show that if V,U‚ are chosen and a morphism ϕ|V : WXpWq|V Ñ OV

satisfies (2.5.14) (for all v andw) for a set of local coordinates η‚, then it satisfies (2.5.14) for
any other one η1

‚ at ς‚pV q. Indeed, (2.5.14) is equivalent to that for each ν P H0pU˝
j ,VX b

ωC{Bp‚SXqq

Resηj“0 ≀ ϕpν b wq “ ϕpν ˚j wq (2.5.16)

where the action ν ˚j w is defined as in (1.7.6a) and (2.2.6a) and is independent of the
choice of ηj due to Rem. 2.2.9.

Step 2. Clearly ≀ϕ is determined by its restriction to ≀B. We prove the uniqueness of
the restricted propagation. Note that

≀B “ C ´ SX ´DX “
ď

bPB
Cb ´ SX ´DX (2.5.17)

Thus, for two possible propagation ≀1ϕ, ≀2ϕ of ϕ, it suffices to show that their restrictions
to Cb ´ SX ´ DX are equal for each b P B. By (2.5.2), this is equivalent to showing that
≀1ϕ, ≀2ϕ are equal when restricted to the propagation ≀pXbq of Xb. Let Ω be the set of all
x P Cb ´ SX ´ DX on a neighborhood of which ≀1ϕ agrees with ≀2ϕ. Then Ω is open and
intersects any connected component of Cb by (2.5.14) and Asmp. 2.2.2. If Γ is a connected
open subset of Cb ´ SX ´ DX intersecting Ω such that the restriction W≀pXbqpV b Wq|Γ is
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equivalent to V b W bC OΓ, then by the fact that holomorphic functions on a connected
Riemann surface are determined by their values on any non-empty open subset, we have
Γ Ă Ω. So Ω is closed, and hence must be Cb ´ SX ´DX. This proves the uniqueness.

Step 3. Now we prove the existence of propagation. If we can construct ≀ϕ|V for all
open V Ă B satisfying the conditions as stated in this proposition, then by the uniqueness
proved in Step 2, we may glue all these ≀ϕ|V together to get ≀ϕ. Thus, we assume without
loss of generality that B “ V and choose U‚, η‚ as stated in this proposition.

By (2.5.13c), we have

VX,a‹
b π˚WXpWq “ VX,a‹

bC W. (2.5.18)

By Prop. 2.5.3, we make identification

W≀XpV b Wq “ pVX,a‹
|C´SX´DX

q bC W (2.5.19)

By the commutative diagram (2.5.5), we have

W≀XpV b Wq|U˝
j

“
`

VX,a‹
|U˝

j

˘

bC W ùùù V b W b OU˝
j

: both via (2.5.13d) and via Uϱpηjq b 1
(2.5.20)

For each k P N, let E “ pV ďk
X,a‹

q_ be the dual bundle of V ďk
X,a‹

. Then the identification

V ďk
X,a‹

|Uj “ Vďk bC OUj via Uϱpηjq (2.5.21)

is compatible with identification (2.5.9) in Thm. 2.5.5 if we choose the Ej in Thm. 2.5.5 to
be pVďkq_. Choose w P W and let ej,n P pVďkq_ b OpBq be determined by

ej,n : u P Vďk ÞÑ ϕpYjpuq´n´1wq P OpBq. (2.5.22)

Define sj “
ř

nPZ ej,nz
n for 1 ď j ď N . By the compatibility of the identifications (2.5.20)

and (2.5.21), for each νb P H0
`

Cb,VXb,a‹
bωCbp‚SXpbqq

˘

, the j-th residue pairing defined in
Thm. 2.5.5 equals

Resj xsj , νby “ xϕ|b, νb ˚j wy

where w is considered as a section of WXb
pWq “ W. Since ϕ|b vanishes on H0

`

Cb,VXb,a‹
b

ωCbp‚SXpbqq
˘

¨ WXb
pWq for each b P B due to Prop. 2.2.14, we see that

N
ÿ

j“1

Resj xsj , νby “

N
ÿ

j“1

xϕ|b, σ ˚j wy “ 0,

which implies that s1, ¨ ¨ ¨ , sN satisfy (2) in Thm. 2.5.5. So there exists
s P H0

`

C, pV ďk
X,a‹

q_p‚SXq
˘

as in (1) of Thm. 2.5.5. Its restriction to C ´ SX defines
an OC´SX

-module morphism V ďk
X,a‹

|C´SX´DX
b w Ñ OC´SX´DX

. Since these morphisms
are compatible for different k and w, we can extend them OC´SX

-linearly to a morphism
≀ϕ : pVX,a‹

|C´SX
q bC W Ñ OC´SX

, which satisfies (2.5.14).
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Step 4. Finally, we prove that ≀ϕ is a partial conformal block. By (2.5.17) and Prop.
2.2.14, it suffices to check that ≀ϕ|Cb´SX´DX

is a partial conformal block of multi-level
a‹ associated to the family (2.5.2). Thus, by focusing on Xb and its propagation ≀pXbq “

(2.5.2), we may replace X with Xb so that X is a single pointed surface. By shrinkingUj , we
may assume that ηjpUjq “ Drj for some rj ą 0. Since the LHS of (2.5.14) is a holomorphic
function on the punctured disc U˝

j “ Dˆ
rj , the RHS of (2.5.14) converges absolutely on

Dˆ
rj . Thus, by Cor. 2.4.4 and Prop. 2.2.14, we have ≀ϕ P T ˚

p≀XqU˝
j
,a1,...,aM

pV b Wq for each j.

Hence ≀ϕ P T ˚
≀X,a‹

pV b Wq by Prop. 2.2.15.

Recall Def. 1.2.3.

Corollary 2.5.7. Choose a1, . . . , aM P N.

X “ py1, ¨ ¨ ¨ , yM ; θ1, ¨ ¨ ¨ , θM
ˇ

ˇC
ˇ

ˇx1, ¨ ¨ ¨ , xN , z1, ¨ ¨ ¨ , zLq

be an pM,N ` Lq-pointed compact Riemann surface with outgoing local coordinates and

SX “ x1 ` ¨ ¨ ¨ ` xN ` z1 ` ¨ ¨ ¨ ` zL, DX “ y1 ` ¨ ¨ ¨ ` yM .

We assume x1, ¨ ¨ ¨ , xN , z1, ¨ ¨ ¨ , zL are incoming marked points and y1, ¨ ¨ ¨ , yM are outgoing
ones. Instead of Asmp. 2.1.2, we assume a stronger condition:

Each connected component of C contains at least one of x1, ¨ ¨ ¨ , xN . (2.5.23)

Choose local coordinates η1, ¨ ¨ ¨ , ηN , ϖ1, ¨ ¨ ¨ , ϖL at x1, ¨ ¨ ¨ , xN , z1, ¨ ¨ ¨ , zL. Associate a finitely
admissible VˆN -module W to x1, ¨ ¨ ¨ , xN and a finitely admissible VˆL-module M to z1, ¨ ¨ ¨ , zL.

Identify WXpW b Mq “ W b M via Upη‚, ϖ‚q.

Suppose that E is a generating subset of M. Then any partial conformal block ϕ P T ˚
X,a‹

pWbMq

is determined by its values on W b E.

Proof. By induction on the k in (1.2.1), it suffices to show that ifϕ P T ˚
X,a‹

pWbMq vanishes
on WbE, then ϕ vanishes on WbYjpuqnE for each u P V, 1 ď j ď L, n P Z. As in (2.5.19),
we make identification

W≀XpV b W b Mq “
`

VX,a1,¨¨¨ ,aM b π˚WXpW b Mq
˘

|C´SX´DX

“ VX,a1,¨¨¨ ,aM |C´SX´DX
bC W b M.

via Prop. 2.5.3. By (2.5.23), the connected component Cj of C containing zj contains one
of x1, . . . , xN , say x1. For each w P W,m P E, in Cppzqq we have

ϕpY1pu, zqw bmq “ 0, @u P V.

Thus, by (2.5.14), the ≀ϕ : W≀XpV b W b Mq Ñ OC´SX´DX
vanishes on a neighborhood of

x1. As in the proof-Step 2 of Thm. 2.5.6, the set Ω of x P Cj ´ SX ´DX on a neighborhood
of which ≀ϕ vanishes is an open and closed subset. So Ω “ Cj ´SX ´DX, i.e., ≀ϕ vanishes
on Cj ´ SX ´DX. Therefore, by (2.5.14), in Cppzqq we have

ϕpw b Yjpu, zqmq “ 0,

which finishes the proof.
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Corollary 2.5.8. Let a1, . . . , aM P N. Let X “ py1, ¨ ¨ ¨ , yM ; θ1, ¨ ¨ ¨ , θM
ˇ

ˇC
ˇ

ˇx1, ¨ ¨ ¨ , xN q be an
pM,Nq-pointed compact Riemann surface with outgoing local coordinates. Associate a finitely
admissible VˆN -module W to x1, ¨ ¨ ¨ , xN and let ϕ P T ˚

X,a1,¨¨¨ ,aM
pWq. Identify

W≀XpV b Wq “ pVX,a1,¨¨¨ ,aM |C´SX´DX
q bC WXpWq

by Prop. 2.5.3. Then for each x P C ´ SX ´ DX, ≀ϕ|x is the unique linear map VX,a1,¨¨¨ ,aM |x bC
WXpWq Ñ C which belongs to T ˚

p≀Xqx,a‹
pV b Wq and satisfies

≀ϕ|xp1 b wq “ ϕpwq (2.5.24)

for each w P WXpWq. Thus, we have a linear isomorphism

T ˚
X,a‹

pWq
»
ÝÑ T ˚

p≀Xqx,a‹
pV b Wq ϕ ÞÑ ≀ϕ|x (2.5.25)

Proof. By Assumption 2.1.2, each connected component of p≀Xqx contains one of the in-
coming marked points x1, ¨ ¨ ¨ , xN . Thus p≀Xqx satisfies (2.5.23) if we set L “ 1, z1 “ x.
Note that 1 generates V as a finitely admissible V-module. Thus, the uniqueness state-
ment in the corollary follows from Cor. 2.5.7.

We claim that ≀ϕp1bwq “ ϕpwq holds as a holomorphic function on C ´ SX ´DX. By
(2.5.14), this relation holds on punctured disks around x1, . . . , xN . So it holds on C´SX ´

DX by complex analysis.
Clearly (2.5.25) is injective. For each ψ P T ˚

p≀Xqx,a‹
pVbWq, if we let ϕ : WXpWq Ñ C be

ϕpwq “ ψp1 b wq for each w P WXpWq, then ψ “ ≀ϕ|x. So (2.5.25) is surjective.

2.6 Double propagation

Fix an pM,Nq-pointed compact Riemann surface with outgoing local coordinates
X “ py1, ¨ ¨ ¨ , yM ; θ1, ¨ ¨ ¨ , θM

ˇ

ˇC
ˇ

ˇx1, ¨ ¨ ¨ , xN q. Here we assume x1, ¨ ¨ ¨ , xN are incoming
marked points and y1, ¨ ¨ ¨ , yM are outgoing marked points as usual. Choose neighbor-
hoods W1, ¨ ¨ ¨ ,WM of y1, ¨ ¨ ¨ , yM , on which the local coordinates θ1, ¨ ¨ ¨ , θM are defined.
SX and DX are defined in (2.1.1).

Definition 2.6.1. The double propagation ≀2X of X is defined by ≀p≀Xq, where ≀X is the
propagated family of X. It is a family of pM,N ` 2q-pointed compact Riemann surfaces.

Remark 2.6.2. Recall the notation (0.A.1). We can write ≀2X in details as

≀2X “p≀2y1, ¨ ¨ ¨ , ≀2yM ; ≀2θ1, . . . , ≀2θM
ˇ

ˇ

≀2 π : C ˆ Conf2pC ´ SX ´DXq Ñ Conf2pC ´ SX ´DXq
ˇ

ˇ

σ1, σ2, ≀2x1, ¨ ¨ ¨ , ≀2xN q

(2.6.1)

where ≀2π is the projection onto the second component. The sections

≀2xi, ≀2yj , σk : Conf2pC ´ SX ´DXq Ñ C ˆ Conf2pC ´ SX ´DXq

are defined by

≀2xipz1, z2q “ pxi, z1, z2q (2.6.2a)
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≀2yjpz1, z2q “ pyj , z1, z2q (2.6.2b)
σkpz1, z2q “ pzk, z1, z2q (2.6.2c)

≀2y‚ are the outgoing sections, and σ‚, ≀2x‚ are the incoming sections.

≀2θj “ θj ˝ pr1 (2.6.2d)

(where pr1 : C ˆ Conf2pC ´ SX ´ DXq Ñ C is the projection onto the first component) is
the local coordinate of ≀2X at yj ˆ Conf2pC ´ SX ´DXq.

Remark 2.6.3. Suppose that the local coordinates η1, ¨ ¨ ¨ , ηN at the incoming marked
points x1, ¨ ¨ ¨ , xN are chosen. Then the local coordinates of ≀2X at the incoming marked
points σ1, σ2, ≀2x1, ¨ ¨ ¨ , ≀2xN can be described as follows. The local coordinates at xi ˆ

Conf2pC ´ SX ´DXq are defined by

≀2ηi “ ηi ˝ pr1 (2.6.3a)

Suppose V is an open subset ofC´SX´DX, which admits a univalent function µ P OpV q.
Then the local coordinate ∆kµ of the restricted family p≀2XqV at σkpV q is defined by

∆kµpx, z1, z2q “ µpxq ´ µpzkq, k “ 1, 2 (2.6.3b)

whenever this expression is definable. Thus, ∆1µ,∆2µ, ≀2η1, ¨ ¨ ¨ , ≀2ηN are the local coor-
dinates associated respectively to σ1, σ2, ≀2x1, . . . , ≀2xN , written for simplicity as

p∆‚µ, ≀2η‚q :“ p∆1µ,∆2µ, ≀2η1, ¨ ¨ ¨ , ≀2ηN q

For each a1, ¨ ¨ ¨ , aM , define an infinite-rank locally free OC2-module

V b2
X,a1,¨¨¨ ,aM

:“ pr˚
1VX,a1,¨¨¨ ,aM b pr˚

2VX,a1,¨¨¨ ,aM

where pri : C
2 Ñ C is the projection onto the i-th component. If V Ă C ´ SX ´ DX is an

open subset and µ P OpV q is univalent, then we have a trivialization

pr˚
i Uϱpµq : pr˚

i VX,a1,¨¨¨ ,aM |pr´1
i pV q

»
ÝÑ V bC Opr´1

i pV q
(2.6.4)

Choose a finitely admissible VˆN -module W. Associate W to x1, ¨ ¨ ¨ , xN of X and
Vb2 bW (which is finitely admissible) to σ1, σ2, ≀2x1, ¨ ¨ ¨ , ≀2xN . The following proposition
is analogous to Prop. 2.5.3.

Proposition 2.6.4. We have a canonical isomorphism of OConf2pC´SX´DXq-modules

W≀2XpVb2 b Wq
»
ÝÑ V b2

X,a1,¨¨¨ ,aM
|Conf2pC´SX´DXq bC WXpWq

such that for any two disjoint open subsets V1, V2 Ă C´SX´DX, any univalent µ1 P OpV1q, µ2 P

OpV2q, and any local coordinates η‚ at the incoming marked points x‚, the restriction of this
isomorphism to V1 ˆ V2 makes the following diagram commutes.
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W≀2XpVb2 b Wq|V1ˆV2 V b2
X,a1,¨¨¨ ,aM

|V1ˆV2 bC WXpWq

Vb2 b W bC OV1ˆV2

»

Up∆‚µ‚,≀2η‚q pr˚
1 Uϱpµ1qbpr˚

2 Uϱpµ2qbCUpη‚q

Proof. The proof is similar to Prop. 2.5.3 and is exactly the same as [Gui22b, Prop. 8.1]. So
we omit the proof.

Choose a1, . . . , aM P N. Choose

ϕ P T ˚
X,a1,...,aM

pWq.

By Thm. 2.5.6, we have double propagation

≀2ϕ “ ≀p≀ϕq P T ˚
≀2X,a1,...,aM pVb2 b Wq

By Prop. 2.6.4, we can view ≀2ϕ as an OConf2pC´SX´DXq-module morphism

≀2ϕ : V b2
X,a1,¨¨¨ ,aM

|Conf2pC´SX´DXq bC WXpWq Ñ OConf2pC´SX´DXq. (2.6.5)

Our main result in this section is parallel to Thm. 8.2 in [Gui22b] and is significant for
the construction of V-module structures of dual tensor products. Before describing this
result, we introduce some notations.

For each open subsets V1, V2 Ă C ´DX (not necessarily disjoint), we write

ConfpV‚ ´ SX ´DXq “ pV1 ˆ V2q X Conf2pC ´ SX ´DXq (2.6.6a)

If vi P VX,a1,¨¨¨ ,aM pViqpi “ 1, 2q and w P WXpW‚q, write

≀2ϕpv1, v2, wq “ ≀2ϕ
`

pr˚
1v1 b pr˚

2v2|ConfpV‚´SX´DXq b w
˘

(2.6.6b)

which is an element of OpConfpV‚ ´SX´DXqq. Here, v2 is for the first propagation, and v1
is for the second one. (We are following the rule that the section for the last propagation
is written on the leftmost side. ) We use the following two symbols

≀2ϕpv1, v2, wq|p1,p2 ” ≀
`

≀ ϕpv1, v2, wq|p2

˘

|p1 (2.6.6c)

to denote the value of the holomorphic function ≀2ϕpv1, v2, wq at pp1, p2q P ConfpV‚ ´SX ´

DXq.

Theorem 2.6.5. For each 1 ď i ď N , choose a local coordinate ηi at xi defined on a neighborhood
Ui Ă C ´ DX of xi. Let V1, V2 be non-necessarily disjoint open subsets of C ´ DX. Choose
univalent functions µk P OpVkq for k “ 1, 2. Identify

WXpWq “ W via Upη‚q (2.6.7a)
VX,a1,¨¨¨ ,aM |Vk

“ V bC OVk
via Uϱpµkq (2.6.7b)

(Note that VX,a‹
equals VX outside DX.) Choose vk P V b OpVkq. Choose w P W and pp1, p2q P

ConfpV‚ ´ SX ´DXq. The following are true.
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(1) Suppose that V1 “ Ui (where 1 ď i ď N ), that V1 contains only p1, xi among p1, p2, x‚,
that µ1 “ ηi, and that V1 contains the closed disc with center xi and radius |ηipp1q| under
the coordinate ηi. Then

≀2ϕpv1, v2, wq|p1,p2 “ ≀ϕpv2, Yipv1, zqwq|p2 |z“ηipp1q

where the series of z on the RHS converges absolutely to the LHS, and v1 is considered as
an element of V b Cppzqq by taking power series expansion with respect to z “ ηi at xi.

(2) Suppose that V1 “ V2, that V2 contains only p1, p2 among p1, p2, x‚, that µ1 “ µ2, and that
V2 contains the closed disc with center p2 and radius |µ2pp1q´µ2pp2q| under the coordinate
µ2. Then

≀2ϕpv1, v2, w‚q|p1,p2 “ ≀ϕpY pv1, zqv2, wq|p2 |z“µ2pp1q´µ2pp2q

where the series of z on the RHS converges absolutely to the LHS, and v1 is considered as
an element of VbCppzqq by taking power series expansion with respect to z “ µ2 ´µ2pp2q

at p2.

(3) ≀2ϕp1, v2, wq|p1,p2 “ ≀ϕpv2, wq|p2 .

(4) ≀2ϕpv1, v2, wq|p1,p2 “ ≀2ϕpv2, v1, wq|p2,p1 .

Notice that by (2.5.24) we have

≀ϕp1, wq|p2 “ ϕpwq (2.6.8)

Proof. When v1, v2 are constant sections, (1) and (2) follow from Thm. 2.5.6. The general
case follows immediately. (3) follows from Cor. 2.5.8 by considering the partial conformal
block ≀ϕ|p2 associated to p≀Xqp2 and VbW. To prove (4), consider the two partial conformal
blocks of multi-level a‹ associated to p≀2Xqp1,p2 defined by

pv1, v2, wq ÞÑ ≀2ϕpv1, v2, wq|p1,p2 pv1, v2, wq ÞÑ ≀2ϕpv2, v1, wq|p2,p1

pwhere v1, v2 P V, w P Wq

(Note that the second one belongs to T ˚
p≀2Xqp1,p2

pVb2 b Wq because the linear functional

pv2, v1, wq ÞÑ ≀2ϕpv2, v1, wq|p2,p1 belongs to T ˚
p≀2Xqp2,p1

pVb2 b Wq.) By (3) and (2.6.8), they
are equal when v1 “ v2 “ 1. By Cor. 2.5.7, they are equal for all v1, v2.

Let Conf2pC ´ SXq “ tpx, yq P C ´ SX : x ‰ yu. With the help of Thm. 2.6.5-(4), we
show:

Proposition 2.6.6. The morphism ≀2ϕ in (2.6.5) can be extended (necessarily uniquely) to an
OConf2pC´SXq-module morphism

≀2ϕ : V b2
X,a1,¨¨¨ ,aM

|Conf2pC´SXq bC WXpWq Ñ OConf2pC´SXq. (2.6.9)

Proof. It suffices to prove that for any open sets V1, V2 Ă C´SX and any vi P VX,a1,¨¨¨ ,aM pViq
(where pi “ 1, 2q), the holomorphic function

f “ ≀2ϕpv1, v2, wq (2.6.10)
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on pV1 ´SX ´DXq ˆ pV2 ´SX ´DXq ´Γ extends to a holomorphic function on pV1 ´SXq ˆ

pV2 ´ SXq ´ Γ where Γ “ tpx, xq : x P Cu.
By (2.5.12a) of Thm. 2.5.6 (applied to the family ≀X), f is holomorphic on pV1 ´ SXq ˆ

pV2 ´ SX ´ DXq ´ Γ. By Thm. 2.6.5-(4) and (2.5.12a), f is holomorphic on pV1 ´ SX ´

DXq ˆ pV2 ´ SXq ´ Γ. Thus f is holomorphic on pV1 ´ SXq ˆ pV2 ´ SXq ´ Γ ´ Y where
Y “ tpyi, yjq : 1 ď i, j ď Mu. Since every closed complex submanifold of codimension
at least 2 is a removable singularity (cf. e.g. [GR84, Thm. 7.1.2]), f is holomorphic on
pV1 ´ SXq ˆ pV2 ´ SXq ´ Γ.

3 Dual fusion products

Throughout this chapter, we assume the following setting.

Setting 3.0.1. Fix an pM,Nq-pointed compact Riemann surface with outgoing local
coordinates X “ py1, ¨ ¨ ¨ , yM ; θ1, ¨ ¨ ¨ , θM

ˇ

ˇC
ˇ

ˇx1, ¨ ¨ ¨ , xN q with incoming marked points
x1, ¨ ¨ ¨ , xN and outgoing ones y1, ¨ ¨ ¨ , yM satisfying Asmp. 2.1.2. Choose neighborhoods
W1, ¨ ¨ ¨ ,WM of y1, ¨ ¨ ¨ , yM , on which the local coordinates θ1, ¨ ¨ ¨ , θM are defined. We
assume that

W1, . . . ,WM , x1, . . . , xN are mutually disjoint. (3.0.1)

SX and DX are defined in (2.1.1). Associate a finitely admissible VˆN -module W to
x1, ¨ ¨ ¨ , xN .

3.1 nXpWq is a weak VˆM -module

Recall Def. 2.1.7. Choose any ϕ P nXpWq. Then there exist a1, ¨ ¨ ¨ , aM such that
ϕ P T ˚

X,a1,¨¨¨ ,aM
pWq. Fix w P WXpWq. By Thm. 2.5.6 (and recall (2.5.15)), we have a

morphism of OC´SX
-modules:

≀ϕp´, wq : VX,a1,¨¨¨ ,aM |C´SX
Ñ OC´SX

. (3.1.1)

Recall that VX,a‹
is a subsheaf of VX “ VC and that we have trivialization

Uϱpθjq : VC |Wj

»
ÝÑ V bC OWj (3.1.2)

Define Yjp¨qn : V bC nXpWq Ñ WXpWq˚ by

xYjpvqnϕ, wy “ Resθj“0 ≀ϕ
`

Uϱpθjq
´1v, w

˘

θnj dθj (3.1.3)

for each v P V Ă V bC OpWjq, w P WXpWq, and n P Z.

Proposition 3.1.1. Let ϕ P T ˚
X,a1,...,aM

pWq. Then for each homogeneous v P V we have

Yjpvqnϕ “ 0 if n ě wtpvq ` aj (3.1.4)

Thus Yjpv, zqϕ belongs to WXpWq˚ppzqq if we write

Yjpv, zqϕ “
ÿ

nPZ
Yjpvqnϕ ¨ z´n´1
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A converse of this proposition is given by Cor. 3.2.3.

Proof. Choose any homogeneous vector v P V. By (2.1.2), θwtpvq`aj
j Uϱpθjq

´1v belongs to

VX,a‹
pWjq. Thus, by (3.1.1), ≀ϕpUϱpθjq

´1v, wqθ
wtpvq`aj
j has removable singularity at yj (i.e.

at θj “ 0). This proves (3.1.4).

By Prop. 2.6.6, we have the double propagation

≀2ϕpwq : V b2
X,a1,¨¨¨ ,aM

|Conf2pC´SXq Ñ OConf2pC´SXq (3.1.5)

where w P WXpWq is chosen. This morphism restricts to

≀2ϕpwq : V b2
C´SX´DX

Ñ OConf2pC´SX´DXq. (3.1.6)

Remark 3.1.2. For each open subset V Ă C and each v P VCpV q, w P WXpWq, ≀ϕpv, wq is
understood as

≀ϕpv|V ´SX´DX
, wq P OpV ´ SX ´DXq (3.1.7a)

which has finite poles at y1, . . . , yM by (3.1.1) (cf. the proof of Prop. 3.1.1). Similarly, if
V1, V2 Ă C are open, for each u P VCpV1q, v P VCpV2q, ≀2ϕpu, v, wq is understood to be

≀2ϕpu|V1´SX´DX
, v|V2´SX´DX

, wq P OpConfpV‚ ´ SX ´DXqq (3.1.7b)

(recall (2.6.6a) for the notation), which has finite poles at y1, ¨ ¨ ¨ , yM by (3.1.5).
Note that by the uniqueness part of Thm. 2.5.6, the expressions ≀ϕpv, wq and

≀2ϕpu, v, wq are independent of the choice of a1, . . . , aM satisfying that ϕ belongs to
T ˚

X,a‹
pWq.

Proposition 3.1.3. For any homogeneous v P V, n P Z and ϕ P T ˚
X,a1,¨¨¨ ,aj ,¨¨¨ ,aM

pWq, we have

Yjpvqnϕ P T ˚
X,a1,¨¨¨ ,a1

j ,¨¨¨ ,aM
pWq where a1

j “ aj ` maxt0,wtpvq ´ n´ 1u

In particular, for each v P V and n P Z,

Yjpvqn : nXpWq Ñ nXpWq

Proof. Step 1. Fix w P WXpWq. Fix 1 ď j ď M , n P Z, and v P V. Then Uϱpθjq
´1v P VCpWjq.

For each u P VCpW q where W Ă C´SX ´DX is open, note that f “ ≀2ϕpu,Uϱpθjq
´1v, wq P

OppW ˆWjq X Conf2pCqq. Define

ψpuq “ Resθj“0 ≀2ϕ
`

u,Uϱpθjq
´1v, w

˘

θnj dθj P OpW q (3.1.8)

where θj and Res are for the second variable of f . Recall that VC equals VX,a1,...,a1
j ,...,aM

out-
side y‹. So ψ is an OC´SX´DX

-module morphism Va1,...,a1
j ,...,aM

|C´SX´DX
Ñ OC´SX´DX

.
Let us prove that this morphism has removable singularity at y1, . . . , yM . Namely, we
show

Claim: ψ is an OC´SX
-module morphism Va1,...,a1

j ,...,aM
|C´SX

Ñ OC´SX
(3.1.9)
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Suppose that the claim is proved. Our goal is to prove that for each σ P

H0
`

C,VX,a1,¨¨¨ ,a1
j ,¨¨¨ ,aM

bωCp‚SXq
˘

, Yjpvqnϕ vanishes on the vector σ ¨w of WXpWq defined
in Def. 2.1.5. Let ψ also denote the OC´SX

-module morphism

ψb 1 : Va1,...,a1
j ,...,aM

|C´SX
b ωC´SX

Ñ ωC´SX

So ψpσq P ωC´SX
pC ´ SXq. By Residue Theorem/Stokes Theorem,

N
ÿ

i“1

Resxiψpσq “ 0.

For each 1 ď i ď N , choose a local coordinate ηi at xi, and assume that ηi is defined
on a neighborhood Ui containing only xi among all the incoming and outgoing marked
points. Identify WXpWq “ W via Upη‚q. Notice that if u P VCpUiq, then

ψpuq
(3.1.8)

ùùùùùùùùùù
Thm. 2.6.5-(1)

Resθj“0 ≀ϕ
`

Uϱpθjq
´1v, YipUϱpηiqu, ηiqw

˘

θnj dθj

(3.1.3)
ùùùùù xYjpvqnϕ, YipUϱpηiqu, ηiqwy . (3.1.10)

From this one concludes (recalling (1.5.1))

Resxiψpσq “ Resηi“0 xYjpvqnϕ, YipUϱpηiqσ, ηiqwy “ xYjpvqnϕ, σ ˚i wy

and hence xYjpvqnϕ, σ ¨ wy “
řN

i“1 xYjpvqnϕ, σ ˚i wy “ 0. This finishes the proof of the
proposition.

Step 2. Let us prove the claim in Step 1. First, let i ‰ j and choose a neighborhood
W of yi. By Prop. 2.6.6, if u P VX,a1,...,a1

j ,...,aM
pW q then ≀2ϕpu,Uϱpθjq

´1θ
aj`Lp0q

j v, wq is holo-
morphic on pW ˆWjq XConf2pCq, and hence ψpuq has removable singularities at yi. This
proves that ψ is an OC´SX´yj -module morphism VX,a1,...,a1

j ,...,aM
|C´SX´yj Ñ OC´SX´yj .

It remains to show that the morphism ψ has removable singularity at yj . Identify

VC |Wj “ V bC OWj via Uϱpθjq (3.1.11a)

Wj “ θjpWjq via θj (3.1.11b)

Let z, ζ both denote the standard coordinates of C, which are equivalent to θj . In the
following, when discussing two-variable meromorphic functions, we let ζ (resp. z) be the
first (resp. second) complex variable.

To complete the proof of the claim, it suffices to show that for each homogeneous u P

V, considered as a constant section of VCpWjq, the holomorphic function ψpuq “ ϕpuqpζq

on Wj ´ tyju has poles of order at most wtpuq ` a1
j at yj . Set f “ fpζ, zq to be

f “ ≀2ϕpu, v, wq P OpConf2pWj ´ tyjuqq.

where ζ is for u and z is for v. By Prop. 2.6.6,

ζaj`wtpuqzaj`wtpvqfpζ, zq P OpConf2pWjqq. (3.1.12)
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Choose anticlockwise circles C1, C2, C3 in Wj surrounding yj with radii r1 ă r2 ă r3. For
each z P C2, choose a circle Cpzq centered at z with radius less than r3 ´ r2 and r2 ´ r1.
Let m P Z. By Cauchy’s theorem/Residue theorem,

Resζ“0 ζ
mψpuqdζ “

¿

C3

¿

C2

ζmznfpζ, zq
dz

2πi

dζ

2πi
“

¿

C2

¿

C3

ζmznfpζ, zq
dζ

2πi

dz

2πi

“

¿

C2

¿

C1

ζmznfpζ, zq
dζ

2πi

dz

2πi
`

¿

C2

¿

Cpzq

ζmznfpζ, zq
dζ

2πi

dz

2πi
.

(3.1.13)

For fixed z P C2, by (3.1.12), ζaj`wtpuqfpζ, zq has removable singularity at ζ “ 0 when z
is away from 0. So the first term on the RHS of (3.1.13) equals 0 wheneverm ě aj `wtpuq.
By Thm. 2.6.5-(2), the second term equals

¿

C2

¿

Cpzq

ζmznfpζ, zq
dζ

2πi

dz

2πi
“

¿

C2

¿

Cpzq

ζmzn ≀2 ϕpu, v, wq
dζ

2πi

dz

2πi

“

¿

C2

¿

Cpzq

ζmzn ≀ ϕpY pu, ζ ´ zqv, wq
dζ

2πi

dz

2πi

“
ÿ

lPN

ˆ

m

l

˙
¿

C2

¿

Cpzq

pζ ´ zqlzm`n´l ≀ ϕpY pu, ζ ´ zqv, wq
dζ

2πi

dz

2πi

“
ÿ

lPN

ˆ

m

l

˙
¿

C2

zm`n´l ≀ ϕpY puqlv, wq
dz

2πi
“

ÿ

lPN

ˆ

m

l

˙

xY pY puqlvqm`n´lϕ, wy . (3.1.14)

By (3.1.4), (3.1.14) equals 0 whenever

m` n´ l ě wtpY puqlvq ` aj “ wtpuq ` wtpvq ´ l ´ 1 ` aj ,

and hence when
m ě wtpuq ` wtpvq ` aj ´ n´ 1.

In conclusion, when m ě aj `wtpuq `maxt0,wtpvq ´ n´ 1u “ wtpuq ` a1
j , (3.1.13) equals

0. This finishes the proof of our claim.

Prop. 3.1.1 and 3.1.3 tell us pnXpWq, Yjq is a linear representation of V in the following
sense.

Definition 3.1.4. Let X be a vector space and

V Ñ pEndpXqqrrz˘1ss

u ÞÑ YXpu, zq “
ÿ

nPZ
YXpuqnz

´n´1

be a linear map. If for each v P V and w P X,

YXpv, zqw P Xppzqq,

then we call pX, YXq (or simply X) a linear representation V.
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To prove that pnXpWq, Yjq is a weak V-module for each 1 ď j ď M we need the
following criterion. Let X˝ be a subspace of the dual space X˚. We say that X˝ is a dense
subspace of X˚, if the only vector w P X satisfying xw1, wy “ 0 for all w1 P X˝ is 0.

Proposition 3.1.5. Let X be a linear representation of V with YXp1, zq “ 1X. Let X˚ be a
dense subspace X˝. Assume that for each u, v P V, w P X, w1 P X˝, there exists ϵ ą 0 and
f “ fpζ, zq P OpConf2pDˆ

ϵ qq, such that for any n P Z and z P Dˆ
ϵ , the LHS of the following (as

Laurent series of z) converge absolutely to the RHS:
@

YXpv, zqYXpuqnw,w
1
D

“ Resζ“0fpζ, zqζndζ, (3.1.15a)
@

YXpY puqnv, zqw,w1
D

“ Resζ´z“0fpζ, zqpζ ´ zqndζ, (3.1.15b)

and for any n P Z and ζ P Dˆ
ϵ , the LHS of the following converges absolutely to the RHS:

@

YXpu, ζqYXpvqnw,w
1
D

“ Resz“0fpζ, zqzndz. (3.1.15c)

Then pX, YXq is a weak V-module.

Proof. Choose anticlockwise circles C1, C2, C3 in Dˆ
ϵ surrounding 0 with radii r1 ă r2 ă

r3. For each z P C2, choose a circle Cpzq centered at z with radius less than r3 ´ r2 and
r2 ´ r1. Choose m,n P Z. By Cauchy’s theorem in complex analysis, we have P pzq “

Qpzq ´Rpzq, where

P pzq “

¿

Cpzq

fpζ, zqζmpζ ´ zqn
dζ

2πi
,

Qpzq “

¿

C3

fpζ, zqζmpζ ´ zqn
dζ

2πi
,

Rpzq “

¿

C1

fpζ, zqζmpζ ´ zqn
dζ

2πi
.

By (3.1.15b), we can compute

P pzq “

¿

Cpzq

fpζ, zq
ÿ

lPN

ˆ

m

l

˙

zm´lpζ ´ zqn`l dζ

2πi

(3.1.15b)
ùùùùùù

ÿ

lPN

ˆ

m

l

˙

zm´l
@

YXpY puqn`lv, zqw,w1
D

. (3.1.16)

where the RHS converges absolutely. Similarly,

Rpzq “

¿

C1

fpζ, zq
ÿ

lPN
p´1qn´l

ˆ

n

l

˙

zn´lζm`l dζ

2πi

(3.1.15a)
ùùùùùù

ÿ

lPN
p´1qn´l

ˆ

n

l

˙

zn´l
@

YXpv, zqYXpuqm`lw,w
1
D

. (3.1.17)
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Since P pzq “ Qpzq ´Rpzq holds for all z P C2, for each h P Z we have
¿

C2

P pzqzh
dz

2πi
“

¿

C2

Qpzqzh
dz

2πi
´

¿

C2

Rpzqzh
dz

2πi
. (3.1.18)

We compute
¿

C2

Qpzqzh
dz

2πi
“

¿

C2

¿

C3

ζmfpζ, zqpζ ´ zqnzh
dζ

2πi

dz

2πi

“

¿

C3

¿

C2

ζmfpζ, zqpζ ´ zqnzh
dz

2πi

dζ

2πi

“
ÿ

lPN

¿

C3

¿

C2

ζm`n´l ¨ p´1ql
ˆ

n

l

˙

fpζ, zqzh`l dz

2πi

dζ

2πi

(3.1.15c)
ùùùùùù

ÿ

lPN
p´1ql

ˆ

n

l

˙

@

YXpuqm`n´lYXpvqh`lw,w
1
D

(3.1.19)

Substituting (3.1.16), (3.1.17), and (3.1.19) into (3.1.18), we get

ÿ

lPN

ˆ

m

l

˙

@

YXpY puqn`lvqm`h´lw,w
1
D

“
ÿ

lPN
p´1ql

ˆ

n

l

˙

@

YXpuqm`n´lYXpvqh`lw,w
1
D

´
ÿ

lPN
p´1qn´l

ˆ

n

l

˙

@

YXpvqn`h´lYXpuqm`lw,w
1
D

.

Since X˝ is dense in X˚, the Jacobi identity (1.1.1) holds for YX. This, together with the
assumption YXp1, zq “ 1X, proves that X is a weak module.

Lemma 3.1.6. Choose ϕ P nXpWq and n P Z. Choose v P V. Identify Wj “ θjpWjq via θj so
that θj becomes the standard coordinate z. Then for each section u P VC´SX´DX

and w P WXpWq,

≀pYjpvqnϕqpu, wq “ Resz“0 ≀2ϕ
`

u,Uϱpθjq
´1v, w

˘

zndz (3.1.20)

where z is for the second variable of ≀2ϕpu,Uϱpθjq
´1v, wq.

Proof. When u is defined on a neighborhood Ui of xi on which ηi is defined,

≀pYjpvqnϕqpu, wq
(2.5.14)

ùùùùùù pYjpvqnϕq
`

YipUϱpηiqu, ηiqw
˘

(3.1.3)
ùùùùùResz“0 ≀ϕ

`

Uϱpθjq
´1v, YipUϱpηiqu, ηiqw

˘

zndz

Thm.2.6.5-(1)
ùùùùùùùùùResz“0 ≀2ϕ

`

u,Uϱpθjq
´1v, w

˘

zndz.

(Note that in the above derivation, we have exchanged the order of Resz“0 and the
infinite sum in the Laurent series about the variable ηi. This is legitimate because
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≀2ϕpu,Uϱpθjq
´1v, wq is holomorphic, or alternatively because of Thm. 2.5.6.) So, in this

case, (3.1.20) holds on Ui ´SX ´DX. As in Proof-Step 2 of Thm. 2.5.6, one shows that if Ω
denotes the set of all x P C ´SX ´DX satisfying that there is a neighborhood W of x such
that (3.1.20) holds for all u P VCpW q, then Ω is both open and closed in C´SX ´DX and is
intersecting U1, . . . , UN ; one thus concludes Ω “ C ´ SX ´DX thanks to Asmp. 2.1.2.

Corollary 3.1.7. Choose ϕ P nXpWq and m,n P Z. Assume the identifications (3.1.11). Choose
u, v P V, considered as constant sections of V bC OpWjq. Choose any w P WXpWq. Then

xYjpuqmYjpvqnϕ, wy “ Resζ“0Resz“0 ≀2ϕpu, v, wqζmzndzdζ. (3.1.21)

Here ≀2ϕpu, v, wq is considered as a holomorphic function ≀2ϕpu, v, wqpζ, zq on Conf2pWj´tyjuq,
and the variables ζ and z are for u, v respectively.

Proof. In (3.1.20), set u “ u P VCpWjq. Apply Resζ“0p´qdζ to (3.1.20) and use (3.1.3).

Lemma 3.1.8. For each 1 ď j ď M , pnXpWq, Yjq is a weak V-module.

Proof. By Prop. 3.1.1 and 3.1.3, pnXpWq, Yjq is a linear representation of V. We shall check
that X “ nXpWq and YX “ Yj satisfy the conditions in Prop. 3.1.5.

The natural linear map WXpWq Ñ nXpWq˚ clearly has dense range X˝. Moreover, by
Cor. 2.5.8, for each w P WXpWq, ≀ϕp1,wq is a constant function with value ϕpwq. So

xYjp1qnϕ,wy “ Resθj“0 ≀ ϕp1,wqθnj dθj “ ϕpwqδn,´1

which proves Yjp1, zq “ 1nXpWq.
Assume the identifications (3.1.11). Choose u, v P V,ϕ P nXpWq,w P WXpWq. Choose

ϵ ą 0 such that Dϵ Ă Wj and let ζ, z be standard coordinates of Wj , which are equivalent
to θj . Let f P OpConf2pDˆ

ϵ qq be

fpζ, zq “ ≀2ϕpu, v,wqpζ, zq.

Then by Cor. 3.1.7 and Thm. 2.6.5-(4), (3.1.15a) and (3.1.15c) hold for w “ ϕ and w1 the
corresponding vector of w in X˚ “ nXpWq˚ and for all n. To verify (3.1.15b), we compute

Resz“0Resζ´z“0fpζ, zq ¨ pζ ´ zqnzmdζdz

“Resz“0Resζ´z“0 ≀2ϕpu, v,wqpζ, zq ¨ pζ ´ zqnzmdζdz

Thm. 2.6.5-(2)
ùùùùùùùùùùResz“0Resζ´z“0 ≀ϕpY pu, ζ ´ zqv,wqpζ, zq ¨ pζ ´ zqnzmdζdz

“Resz“0 ≀ϕpY puqnv,wqpzq ¨ zmdz

“ xYjpY puqnvqmϕ,wy

This finishes the proof.

Theorem 3.1.9. pnXpWq, Y1, ¨ ¨ ¨ , YM q is a weak VˆM -module.
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Proof. For each 1 ď j ď M , assume the identifications (3.1.11). Since we have proved
Lemma 3.1.8, it remains to show that Yi commutes with Yj for i ‰ j. Let ζ, z be respec-
tively the standard coordinate of Wi and Wj . Choose u, v P V, considered as constant
sections of VCpWiq,VCpWjq respectively. Choose w P WXpWq. Then by Lem. 3.1.6,

≀pYjpvqnϕqpu,wq “ Resz“0 ≀2ϕpu, v, wqzndz.

Apply Resζ“0p´qdζ to both sides. Then, by (3.1.3), we have

xYipuqmYjpvqnϕ, wy “ Resζ“0Resz“0 ≀2ϕpu, v, wqpζ, zq ¨ ζmzndzdζ. (3.1.22)

Similarly, we have

xYjpvqnYipuqmϕ, wy “ Resz“0Resζ“0 ≀2ϕpv, u, wqpz, ζq ¨ ζmzndζdz.

The above two expressions are equal by Thm. 2.6.5-(4). Therefore Yipuqm commutes with
Yjpvqn.

Recall Def. A.2.1 for the definition of generalized modules.

Corollary 3.1.10. Suppose that for each a1, . . . , aM P N, T ˚
X,a1,...,aM

pWq is finite-dimensional.
Then nXpWq is a generalized VbM -module.

Proof. By Thm. 3.1.9 and Cor. A.2.4 (together with Prop. 3.1.3).

3.2 The canonical conformal block ג associated to nXpWq

Recall Setting 3.0.1 in which a finitely admissible VˆN -module W is associated to
x1, . . . , xN , and the local coordinates θ1, . . . , θM are associated to the outgoing marked
points. Associate the weak VˆM -module nXpWq (cf. Thm. 3.1.9) to y1, ¨ ¨ ¨ , yM , and view
X as an pM `Nq-pointed surface.

Theorem 3.2.1. Choose local coordinates η1, . . . , ηN of C at x1, . . . , xN . Define a linear map

ג : W b nXpWq Ñ C w b ϕ ÞÑ ϕ
`

Upη‚q´1w
˘

. (3.2.1)

Then we have ג P T ˚
X pW b nXpWqq in the sense of Def. 1.5.2.

We call ג the canonical conformal block associated to nXpWq (more precisely, associ-
ated to X and W b nXpWq).

Proof. Identify WXpWq with W via Upη‚q. Choose any ϕ P nXpWq and w P W. Denote the
tensor product of ≀ϕp¨, wq : VC´SX´DX

Ñ OC´SX´DX
and 1 : ωC´SX´DX

Ñ ωC´SX´DX
also

by

≀ϕp¨, wq : VC b ωC |C´SX´DX
Ñ ωC´SX´DX

Choose σ P H0
`

C,VC bωCp‚SX`‚DXq
˘

. Recall notations (1.5.1). Then for each 1 ď i ď N ,

ϕpσ ˚i wq
(1.5.1a)

ùùùùùù Resxiϕ
`

YipUϱpηiqσ, ηiqw
˘ (2.5.14)

ùùùùùù Resxi ≀ϕpσ,wq. (3.2.2)
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For each 1 ď j ď M ,

pσ ˚j ϕqpwq
(1.5.1a)

ùùùùùù
@

ResyjYjpUϱpθjqσ, θjqϕ, w
D (3.1.3)

ùùùùù Resyj ≀ϕpσ,wq. (3.2.3)

Therefore, by residue theorem/Stokes theorem and that ≀ϕpσ,wq P ωCpC ´ SX ´DXq,

pσג ¨ pw b ϕqq “

N
ÿ

i“1

ppσג ˚i wq b ϕq `

M
ÿ

j“1

pwג b pσ ˚j ϕqq

“

N
ÿ

i“1

ϕpσ ˚i wq `

M
ÿ

j“1

pσ ˚j ϕqpwq “

N
ÿ

i“1

Resxi ≀ϕpσ,wq `

M
ÿ

j“1

Resyj ≀ϕpσ,wq

equals zero.

Remark 3.2.2. From the above proof, it is clear that Thm. 3.2.1 is equivalent to that for
each σ P H0pC,VC b ωCp‚SX ` ‚DXqq, ϕ P nXpWq, and w P WXpWq, we have

M
ÿ

j“1

pσ ˚j ϕqpwq “ ´

N
ÿ

i“1

ϕpσ ˚i wq (3.2.4)

Using this formula, one easily shows the following converse of Prop. 3.1.1:

Corollary 3.2.3. Let ϕ P nXpWq and a1, . . . , aM P N. Suppose that ϕ satisfies (3.1.4) for each
1 ď j ď M , n P Z, and homogeneous v P V. Then ϕ P T ˚

X,a1,...,aM
pWq.

Proof. Choose any σ P H0pC,VX,a‹
b ωCp‚SXqq and w P WXpWq. By (3.1.4), pσ ˚j ϕqpwq

(which can be computed by the middle of (3.2.3)) equals 0. So the RHS of (3.2.4) equals 0.
This proves that ϕ vanishes on σ ¨ w. So ϕ belongs to T ˚

X,a1,...,aM
pWq.

Remark 3.2.4. Let X be an admissible VˆM -module. Then we clearly have a linear iso-
morphism (the partial trivialization)

Up¨, θ‹q : WXpW b Xq
»
ÝÑ WXpWq b X (3.2.5)

such that for each local coordinates η1, . . . , ηN of x1, . . . , xN , the diagram

WXpW b Xq WXpWq b X

W b X

»

Up¨,θ‹q

Upη‚,θ‹q Upη‚qb1

(3.2.6)

commutes. We identify the two sides of (3.2.5) via Up¨, θ‹q.
Now, assume that nXpWq is an admissible VˆM -module. (This is true when V is C2-

cofinite and W is finitely-generated; see Thm. 3.5.4). Then by Thm. 3.2.1, the linear map

ג : WXpWq b nXpWq Ñ C w b ϕ ÞÑ ϕpwq (3.2.7)

belongs to T ˚
X pW b nXpWqq in the sense of Def. 2.1.7. We also call this ג the canonical

conformal block associated to nXpWq.
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3.3 Universal property of pnXpWq, qג

Definition 3.3.1. A weakly-admissible VˆM -module M is a weak VˆM -module satisfy-
ing that for each m P M there exist a1, . . . , aM P N such that for each homogeneous v P V
and each 1 ď j ď M we have

Yjpvqnm “ 0 if n ě wtpvq ` aj (3.3.1)

Example 3.3.2. By (1.2.2a), every admissible VˆM -module is weakly-admissible. By Prop.
3.1.1 and Thm. 3.1.9, nXpWq is a weakly-admissible VˆM -module.

The goal of this section is to prove Thm. 3.3.5. For that purpose, we need an explicit
method of computing (3.1.3) in terms of the residue action of some global meromorphic
section of VC b ωC . Recall W1, . . . ,WM in Setting 3.0.1.

Lemma 3.3.3. Choose b1, . . . , bM P Z. Choose E P N. Then there exists T P N such that for each
n P Z, v P VďE , 1 ď j ď M , there exists σ P H0pC,V ďE

C b ωCpTSX ` ‚DXqq satisfying

Uϱpθjqσ
ˇ

ˇ

Wj
” v ¨ θnj dθj mod H0

`

Wj ,VďE bC ωCp´bjyjq
˘

(3.3.2a)

Uϱpθkqσ
ˇ

ˇ

Wk
” 0 mod H0

`

Wk,VďE bC ωCp´bkykq
˘

p@k ‰ jq (3.3.2b)

The following Mittag-Leffler type argument is standard and has appeared in [AN03,
KZ19, DGT22]. We follow the proof of [Gui23a, Thm. 12.1].

Proof. It suffices to assume n ă bj , since the case n ě bj is trivial if we set σ “ 0. Define
divisor ∆ “ ´

řM
k“1 bkyk. By Asmp. 2.1.2 and Serre’s vanishing theorem (cf. [Huy05,

Prop. 5.2.7] or [BS76, Thm. IV.2.1]), there exists T P N such that for all t ě T ,

H1
`

C,V ďE
C b ωCptSX `∆q

˘

“ 0 (3.3.3)

Fix 1 ď j ď M . Define ∆1 “ ´nyj ´
ř

k‰j bkyk. Then ∆1 ě ∆. Consider the short exact
sequence

0 Ñ V ďE
C b ωCpTSX `∆q Ñ V ďE

C b ωCpTSX `∆1q Ñ G Ñ 0

where G is the quotient sheaf of the previous two sheaves, which is an OC-module with
support in yj . By (3.3.3), we have a long sequence

0 Ñ H0
`

C,V ďE
C b ωCpTSX `∆q

˘

Ñ H0
`

C,V ďE
C b ωCpTSX `∆1q

˘

ÑH0pC,G q Ñ 0
(3.3.4)

Define β P H0pC,G q to be (the equivalence class of) Uϱpθjq
´1v ¨ θnj dθj on Wj and 0 on

C ´ tyju. Then any lift σ P H0
`

C,V ďE
C b ωCpTSX `∆1q

˘

of β satisfies (3.3.2).

Proposition 3.3.4. Let a1, . . . , aM P N. Let E P N and b1 “ a1 `E, . . . , bM “ aM `E. Choose
T P N, n P Z, v P VďE , 1 ď j ď M , and σ be as in Lem. 3.3.3. Then for each ϕ P T ˚

X,a‹
pWq and

w P WXpWq we have

xYjpvqnϕ, wy “ ´

N
ÿ

i“1

ϕpσ ˚i wq (3.3.5)
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Proof. By (3.2.3) and (3.2.4), the RHS of (3.3.5) equals
řM

k“1 xResykYkpUϱpθkqσ, θkqϕ, wy.
Using (3.3.2) and (3.1.4), one finds that this expression equals the LHS of (3.3.5).

Theorem 3.3.5 (Universal property). Choose local coordinates η1, . . . , ηN of C at x1, . . . , xN .
Then for each weakly-admissible VˆM -module M and each Γ P T ˚

X pW b Mq (recall Def. 1.5.2),
there exists a unique T P HomVˆM pM,nXpWqq such that the following diagram commutes:

W b M

C

W b nXpWq

Γ

1bT

ג

(3.3.6)

Remark 3.3.6. As in Sec. 3.2, when considering T ˚
X pW b Mq, we are assigning M to the

marked points y1, . . . , yM . So the X in T ˚
X pWbMq has N `M (incoming) marked points.

Proof. By (3.2.1), the only element ϕ P nXpWq annihilated by pwג b ¨q for all w P W is 0.
So T must be unique. Let us prove the existence of T . Identify WXpWq with W via Upη‚q.

Define a linear map T : M Ñ W˚ such that for each m P M,

T pmq : W Ñ C w ÞÑ Γpw bmq

Let us prove that T pMq Ă nXpWq. Choose any m P M. Choose a1, . . . , aM P N satisfying
(3.3.1). Choose σ P H0

`

C,VX,a‹
b ωCp‚SXq

˘

and w P W. Since Γ is a conformal block
associated to X and W b M, Γ vanishes on σ ¨ pwbmq “ σ ¨wbm`wb σ ¨m. (Note that
we are also viewing σ as an element of H0pC,VX b ωCp‚SX ` ‚DXqq.) So

T pmqpσ ¨ wq “

M
ÿ

k“1

Γ
`

pσ ˚k mq b w
˘

“ ´

N
ÿ

i“1

Γ
`

mb pσ ˚i wq
˘

(3.3.7)

By (3.3.1) and the local expression of σ near y1, ¨ ¨ ¨ , yM , we have σ ˚k m “ 0 and hence
(3.3.7) “ 0. This proves T pmq P T ˚

X,a‹
pWq Ă nXpWq.

We now prove that T is a weak VˆM -module morphism. Choose any E P N, v P VďE ,
n P Z, 1 ď j ď M . Let ϕ “ T pmq, and let σ be as in Lem. 3.3.3. Then

xYjpvqnpT pmqq, wy
(3.3.5)

ùùùùù ´

N
ÿ

i“1

xT pmq, σ ˚i wy “ the RHS of (3.3.7)

Using (3.3.2) and (3.3.1), one finds that the middle of (3.3.7) equals

Γ
`

Yjpvqnmb w
˘

“ xT pYjpvqnmq, wy

This proves that T intertwines the actions of Yjpuqn.

Remark 3.3.7. It is clear that the pair pnXpWq, qג is uniquely determined by the universal
property in Thm. 3.3.5. Namely, if X is a weakly-admissible VˆM -module, ℸ P T ˚

X pW b

Xq, and pX,ℸq satisfies the same property as pnXpWq, qג in Thm. 3.3.5, then there is a
(necessarily unique) isomorphism Φ : X Ñ nXpWq such that ℸ “ ג ˝ p1 b Φq.
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Corollary 3.3.8. Choose local coordinates η1, . . . , ηN of C at x1, . . . , xN . Then for each weakly-
admissible VˆM -module M, we have an isomorphism of vector spaces

HomVˆM pM,nXpWqq
»

ÝÝÑ T ˚
X pW b Mq

T ÞÑ ג ˝ p1 b T q
(3.3.8)

Proof. Immediate from Thm. 3.3.5.

3.4 C2-cofiniteness implies dimT ˚
X,a1,...,aM

pWq ă `8

In the remaining part of this chapter, we assume that V is C2-cofinite. Notice Thm.
A.2.6 for many equivalent descriptions of grading-restricted VbN -modules. By Cor.
3.1.10, in order to show that nXpWq is a generalized VbM -module, we need to show that
each T ˚

X,a‹
pWq is finite-dimensional. For that purpose, we need a preparatory result:

Lemma 3.4.1. Let V1, . . . ,VN be C2-cofinite, and let E Ă V1 b ¨ ¨ ¨ b VN be the finite subset of
homogeneous vectors in Thm. A.2.5. Let W be a finitely-generated admissible V1 ˆ ¨ ¨ ¨ ˆ VN -
module. Then for any n P N, there exists νpnq P N such that any rL‚p0q-homogeneous vector w P

W satisfying Ăwtpwq ą νpnq is a finite sum of vectors of the form Yipuiq´lw
˝ where 1 ď i ď N ,

u “ u1 b ¨ ¨ ¨ b uN P E, l ą n.

Recall Def. 1.2.4 for the meanings of Ăwt and Ăwti and homogeneous vectors.

Proof. By Thm. A.2.6, W is a finitely-generated weak V1 b ¨ ¨ ¨ b VN -module. It suffices
to consider the case that W is generated by a single homogeneous vector w0. Let T be the
set of vectors of the form (A.2.6) satisfying nk ď nN ´ N ` 1. So T is a finite subset of
W. Set νpnq “ maxtĂwtpw1q : w1 P T u. If w P W is homogeneous and Ăwtpwq ą νpnq, then
we can also write w as a sum of nonzero homogeneous vectors of the form (A.2.6) whose
rL‚p0q-weights are equal to Ăwt‚pwq, but now nk must be greater than nN ´ N ` 1. So w is
a sum of vectors of the form YWpuq´Kw2 where u “ u1 b ¨ ¨ ¨ b uN P E,K ą nN ´ N ` 1
and w2 is homogeneous. Note that

YWpuq´Kw2 “
ÿ

k1`¨¨¨`kN“K´1`N

Y1pu1q´k1 ¨ ¨ ¨YN puN q´kNw2.

For each pk1, ¨ ¨ ¨ , kN q satisfying
řN

i“1 ki “ K ´ 1 `N , there exists 1 ď i ď N such that

ki ě
K ´ 1 `N

N
ą n.

This finishes the proof if we let l “ ki.

In the following, we set V1 “ ¨ ¨ ¨ “ VN “ V and fix E Ă VbN as in Lem. 3.4.1.

Theorem 3.4.2. Let V be a C2-cofinite VOA. Let W be a finitely-generated admissible VˆN -
module. Then for each a1, ¨ ¨ ¨ , aM P N, TX,a1,¨¨¨ ,aM pWq is finite dimensional.
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The proof of this theorem is similar to the proof that the spaces of conformal blocks
have finite dimensions [AN03, KZ19, DGT22]. We include a proof for the readers’ conve-
nience. Our approach follows [Gui23a, Thm. 7.4]. Recall Wpnq “ (1.2.4b). Then

Wďn “
à

kPN,kďn

Wpkq (cf. (1.2.4c))

is finite-dimensional by Thm. A.2.6. In the following proof, we assume:

Setting 3.4.3. In addition to Setting 3.0.1, we choose local coordinates η1, . . . , ηN of C at
x1, . . . , xN defined on neighborhoods U1, . . . , UN . Assume that U1, . . . , UN and y1, . . . , yM
are mutually disjoint. Identify WXpWq “ W via Upη‚q. Then TX,a1,¨¨¨ ,aM pWq “ W{J
where

J “ H0
`

C,VX,a1,¨¨¨ ,aM b ωCp‚SXq
˘

¨ W

Proof. Let E “ maxtwtpvq : v P Eu. By Asmp. 2.1.2 and Serre’s vanishing theorem (cf.
[Huy05, Prop. 5.2.7] or [BS76, Thm. IV.2.1]), there exists k0 P N such that

H1
`

C,V ďE
X,a1,¨¨¨ ,aM

b ωCpkSXq
˘

“ 0 (3.4.1)

for all k ě k0. Fix an arbitrary k P N satisfying k ě E ` k0. We shall prove that for any
n ą νpkq, any vector of Wpnq is a finite sum of elements of Wďn´1 mod J . If this claim
is true, then Wďνpkq Ñ W{J is surjective, and hence W{J is finite-dimensional.

Choose w P Wpnq. By Lem. 3.4.1, w is a sum of vectors of the form Yipuiq´lw
˝, where

1 ď i ď N , u “ u1 b ¨ ¨ ¨ b uN P E, and l ą k. Then, since wtpuiq ě 0, we have

Ăwtpw˝q
(1.2.2b)

ùùùùùù n´ wtpuiq ´ l ` 1 ď n´ k ď n´ E ´ k0 (3.4.2)

It suffices to show that each Yipuiq´lw
˝ is a sum of elements of Wďn´1 mod J . Thus we

may assume for simplicity that w “ Yipuiq´lw
˝ for some i. From now on the i is fixed.

Consider the short exact sequence of OC-modules

0 Ñ V ďE
X,a1,¨¨¨ ,aM

b ωCpk0SXq Ñ V ďE
X,a1,¨¨¨ ,aM

b ωCplSXq Ñ G Ñ 0 (3.4.3)

where G is the quotient of the previous two sheaves. (Note that the support of G is a
subset of tx1, . . . , xNu.) By (3.4.1), we have an exact sequence

0 Ñ H0
`

C,V ďE
X,a1,¨¨¨ ,aM

b ωCpk0SXq
˘

Ñ H0
`

C,V ďE
X,a1,¨¨¨ ,aM

b ωCplSXq
˘

ÑH0
`

C,G
˘

Ñ 0
(3.4.4)

Define an element σ P H0
`

C,G
˘

as follows. Uϱpηiqσ|Ui is the equivalence class represented
by ui ¨ η´l

i dηi, and σ|C´txiu
“ 0. This makes σ a well-defined global section of G .

By the exactness of (3.4.4), we can find a lift pσ P H0
`

C,V ďE
X,a1,¨¨¨ ,aM

bωCplSXq
˘

of σ and
find some vj P VďE b OCpk0SXqpUjq for each 1 ď j ď N such that

Uϱpηiqpσ|Ui “ ui ¨ η´l
i dηi ` vi ¨ dηi (3.4.5a)

Uϱpηjqpσ|Uj “ vj ¨ dηj pif j ‰ iq (3.4.5b)
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It follows that pσ ¨ w˝ P J equals w ` w∆ where

w∆ “

N
ÿ

j“1

`

Uϱpηjq
´1vjdηj

˘

˚i w
˝ “

N
ÿ

j“1

Resηj“0 Yjpvj , ηjqw
˝dηj .

Thus w “ ´w∆ mod J . Note that for each 1 ď j ď N , residue action of Uϱpηjq
´1vjdηj

on w˝ increases the rLp0q-weight by at most E ` k0 ´ 1. By (3.4.2), w∆ P Wďn´1. So our
proof is complete.

3.5 C2-cofiniteness implies that nXpWq is a grading-restricted VbM -module

Definition 3.5.1. Let U be a VOA. A generalized U-module M is called of finite-length
(cf. [Hua09, Def. 1.2]) if there is a chain of generalized submodules 0 “ M0 Ă M1 Ă ¨ ¨ ¨ Ă

Ml “ M where Mi{Mi´1 is an irreducible (generalized) U-module (i.e. a generalized U-
module such that 0 and Mi{Mi´1 are the only U-invariant subspaces).

Remark 3.5.2. If U is C2-cofinite, then a generalized U-module is finitely-generated iff it
is grading-restricted (cf. Thm. A.2.6), iff it is of finite length (by [Hua09, Prop. 4.2]).

Lemma 3.5.3. Let U be a C2-cofinite VOA. Let M be a generalized U-module. Suppose that each
projective object P in the category of finite-length generalized U-modules satisfies

dimHomUpP,Mq ă `8.

Then M is of finite length.

We prove this lemma by mimicking the proof of [Hua09, Thm. 4.5].

Proof. Let S be the set of finite-length (equivalently, finitely-generated) generalized U-
submodules of M. Our goal is to show that M P S.

Assume that M R S. Then we have a chain in S:

0 “ M0 Ĺ M1 Ĺ M2 Ĺ ¨ ¨ ¨

which can have infinite length since each Mi cannot be M. For each i P Z`, Mi{Mi´1 P S
since Mi P S . Therefore, we can find a generalized U-submodule Ki Ĺ Mi such that
Mi´1 Ă Ki and pMi{Mi´1q{pKi{Mi´1q » Mi{Ki is an irreducible (generalized) U-module.
Since U is C2-cofinite, there are only finitely many equivalence classes of irreducible U-
modules (which are grading-restricted by Thm. A.2.6), cf. [Hua09, Prop. 4.2] or the end
of [Gui23a, Sec. 12]. This implies that infinitely many irreducible U-modules Mi{Ki for
i P Z` are isomorphic. Let tMi{KiuiPB be an infinite set whose members are isomorphic
to a nonzero irreducible U-module X.

By [Hua09, Thm. 3.23], there exists a projective cover pP, pq of X in the category of
finite-length generalized U-modules. So there exists a morphism pi P HomUpP,Miq such
that the following diagram commutes and the horizontal line is exact:

P

0 Ki Mi X 0

pi
p

πi

(3.5.1)
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Since p “ πi ˝ pi is surjective, pipPq does not lie inside Ki, and pi ‰ 0.
Since dimHomUpP,Mq ă `8 and B is infinite, tpiuiPB must be linearly dependent. So

there exist k ě 1, i1 ă ¨ ¨ ¨ ă ik ă ik`1 in B, and λi1 , . . . λik P C such that

pik`1
“ λi1pi1 ` ¨ ¨ ¨ ` λikpik

Then pik`1
pPq is inside Mik , and hence inside Kik`1

. This gives a contradiction.

Recall Thm. A.2.6.

Theorem 3.5.4. Assume that V is C2-cofinite. Let W be a finitely-generated admissible VˆN -
module. Then nXpWq is a finitely-generated admissible VˆM -module.

Proof. By Cor. 3.1.10 and Thm. 3.4.2, nXpWq is a generalized VbM -module. If P is a finite-
length generalized VbM -module, then by Cor. 3.3.8, the vector space HomVbM pP,nXpWqq

is isomorphic to T ˚
X pW b Pq, which has finite dimension by Thm. 3.3.5. (Recall that

a conformal block is a partial conformal block associated to a pointed surface with no
outgoing marked points.) Therefore, by Lem. 3.5.3, nXpWq is a grading-restricted gen-
eralized VbM -module, equivalently (Thm. A.2.6), a finitely-generated admissible VˆM -
module.

In the following, we assume the setting of Rem. 3.2.4. Then under the identification

WXpW b nXpWqq “ WXpWq b nXpWq via Up¨, θ‹q (3.5.2)

each element of T ˚
X pWbnXpWqq (in particular, (ג is a linear functional on WXpWqbnXpWq.

The same is true if nXpWq is replaced by any admissible VˆM -module.

Theorem 3.5.5 (Universal property). Assume that V is C2-cofinite. Then for each finitely-
generated admissible VˆM -module M and each Γ P T ˚

X pW b Mq, there exists a unique T P

HomVˆM pM,nXpWqq such that the following diagram commutes:

WXpWq b M

C

WXpWq b nXpWq

Γ

1bT

ג

(3.5.3)

Proof. The current setting is valid by Thm. 3.5.4. Then what we shall proof follows im-
mediately from Thm. 3.3.5 if we identify WXpWq b M with W b M and WXpWq b nXpWq

with W b nXpWq via Upη‚q b 1, thanks to the commutative diagram (3.2.6).

A Modules of V1 ˆ ¨ ¨ ¨ ˆ VN and V1 b ¨ ¨ ¨ b VN

Let V1, ¨ ¨ ¨ ,VN be VOAs. In this chapter, we do NOT assume that each graded sub-
space Vipnq of Vi “

À

nPNVipnq is finite-dimensional.
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A.1 Admissible (i.e. NN -gradable) and N-gradable modules

The goal of this section is to address the issue raised in Rem. 1.2.2: whether a weak
V1 ˆ ¨ ¨ ¨ ˆ VN -module is a weak V1 b ¨ ¨ ¨ b VN -module. As pointed out in Rem. 1.2.2,
this is true and is actually known to experts. It can be proved by checking the weak
associativity of the vertex operators defined by (A.1.2). This “formal variable approach”
assumes some familiarity with the techniques (developed e.g. in [Kac98] or [LL04]) of
handling the subtleties in the identities of formal variables.

In this section, we prove a slightly weaker result (Thm. A.1.4) using complex-analytic
methods in the spirit of [FHL93] and [Gui23b]. An advantage of this approach is that once
the formal series is shown to converge a.l.u. to a holomorphic function, the variables of
this function can be safely changed to some other more convenient variables. As another
advantage, one can check that many algebraic and formal operations actually commute
using the fact that taking residues commute with taking a.l.u. convergent infinite sums of
holomorphic functions. Since this approach does not seem to be as common as the formal
variable approach in the VOA literature, we address all the subtleties in this approach
with sufficient details for the readers’ convenience, although the experienced readers can
certainly fill in the details by their own efforts.

Definition A.1.1. A weak V1 ˆ ¨ ¨ ¨ ˆ VN -module pW, Y1, . . . , YN q (cf. Def. 1.2.1) is called
an N-gradable V1 ˆ ¨ ¨ ¨ ˆ VN -module if there is a diagonalizable linear operator rLp0q on
W with eigenvalues in N such that for all 1 ď i ď N , vi P Vi, n P Z, we have

rrLp0q, Yipviqns “ YipLp0qviqn ´ pn` 1qYipviqn. (A.1.1)

We let

Wpnq “ tw P W : rLp0qw “ nwu

W1 “
à

nPN
Wpnq˚

A vectorw in W resp. W1 is call rLp0q-homogeneous, or simply homogeneous, if it belongs
to Wpnq resp. Wpnq˚ for some n P N.

Example A.1.2. If W is an admissible V1 ˆ ¨ ¨ ¨ ˆ VN -module, then W is an N-gradable
V1 ˆ ¨ ¨ ¨ ˆ VN -module if rLp0q is defined by (1.2.3).

Example A.1.3. If N “ 1, a weak V-module W is admissible iff it is N-gradable.

A.1.1 Main result

Let W be an N-gradable V1 ˆ ¨ ¨ ¨ ˆ VN -module with grading operator rLp0q. For each
k P Z, v1 P V1, ¨ ¨ ¨ , vN P VN , w P W, define

YWpv1 b ¨ ¨ ¨ b vN qkw “
ÿ

k1`¨¨¨kN“k`1´N

Y1pv1qk1 ¨ ¨ ¨YN pvN qkNw (A.1.2a)

It is not hard to show that the RHS is finite sum. Let

YWpv1 b ¨ ¨ ¨ b vN , zq “
ÿ

kPN
YWpv1 b ¨ ¨ ¨ b vN qkz

´k´1. (A.1.2b)
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Theorem A.1.4. (A.1.2) defines a 1-1 correspondence between the following notions:

(a) N-gradable V1 ˆ ¨ ¨ ¨ ˆ VN -modules.

(b) Admissible (i.e. N-gradable) V1 b ¨ ¨ ¨ b VN -modules.

More precisely, let pW, Y1, . . . , YN q be an N-gradable V1ˆ¨ ¨ ¨ˆVN -module with grading operator
rLp0q. Then pW, YWq, together with rLp0q defined by (1.2.3), is an admissible V1b¨ ¨ ¨bVN -module.
Moreover, every admissible V1b¨ ¨ ¨bVN -module (with suitable rLp0q) can be realized in this way.

Note that in (b) we are treating V1 b ¨ ¨ ¨ b VN as a single VOA. Clearly (b)ñ(a) by
setting Yipv, zq “ YWp1b ¨ ¨ ¨ b vb ¨ ¨ ¨ b 1, zq (where v is at the i-th tensor component). So
we shall only prove (a)ñ(b).

Corollary A.1.5. Let W be a weak V1 ˆ ¨ ¨ ¨ ˆ VN -module. Suppose that W is spanned by some
weak V1 ˆ ¨ ¨ ¨ ˆVN -submodules which are N-gradable. Then W is a weak V1 b ¨ ¨ ¨ bVN -module.

Proof. The only thing to check is the Jacobi identity for YW. By Thm. A.1.4, the Jacobi
identity holds when YW is acting on each N-gradable weak V1 ˆ ¨ ¨ ¨ ˆVN -submodule.

Our ultimate interest is not in weak or admissible V1 b ¨ ¨ ¨ b VN -modules, but in
generalized modules or even grading-restricted (generalized) modules of V1 b ¨ ¨ ¨ b VN

which are extensively studied in the literature. This will be discussed in the next section.

A.1.2 Another perspective on YW

Let W be an N-gradable V1 ˆ ¨ ¨ ¨ ˆ VN -module. For each n P N, define the canonical
projection

Pn : W “
ź

kPN
Wpkq Ñ Wpnq “ tw P W : rLp0qw “ nwu (A.1.3)

Then for each v P Vi, 1 ď i ď N , and m,n P Z, PnYipv, zqPm is an element of
HompWpmq,Wpnqqrz˘1s since, when v is homogeneous,

PnYipv, zqPm “ zn´m´wtv ¨ PnYipvq´n`m`wtv´1Pm

From this, it is easy to see that for each homogeneous w P W, w1 P W1 and homogeneous
v1 P V1, . . . , vN P VN ,

@

w1, Y1pv1, z1q ¨ ¨ ¨YN pvN , zN qw
D

def
ùùù

ÿ

k1,...,kN

@

w1, Y1pv1qk1 ¨ ¨ ¨YN pvN qkNw
D

z´k1´1
1 ¨ ¨ ¨ z´kN´1

N (A.1.4a)

“
ÿ

n1,...,nNPN

@

w1, Pn1Y1pv1, z1qPn2Y2pv2, z2q ¨ ¨ ¨PnNYN pvN , zN qw
D

(A.1.4b)

holds in Crrz˘1
1 , . . . , z˘1

N ss. Moreover, on any open subset of CN , the a.l.u. convergence of
(A.1.4a) is equivalent to that of (A.1.4b).3 (Here, the mutual commutativity of Y1, . . . , YN
is not needed.)

3We warn the readers that these two a.l.u. convergences are NOT a priori equivalent when some vi is not
homogeneous since, in that case, not all summands in (A.1.4b) are monomials of z1, . . . , zN . See [Gui23b,
Subsec. 7.3] for a detailed explanation.
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Remark A.1.6. From (A.1.4b), we know that the powers of zN in (A.1.4) are bounded from
below, and the powers of z1 are bounded from above. From (A.1.4a) and that Y1, . . . , YN
mutually commute, we know that for each permutation σ of 1, . . . , N , we have

@

w1, Y1pv1, z1q ¨ ¨ ¨YN pvN , zN qw
D

“
@

w1, Yσp1qpvσp1q, zσp1qq ¨ ¨ ¨YσpNqpvσpNq, zσpNqqw
D

(A.1.5)

These two facts together imply immediately that
@

w1, Y1pv1, z1q ¨ ¨ ¨YN pvN , zN qw
D

P Crz˘1
1 , . . . , z˘1

N s (A.1.6)

and that (A.1.4b) has only finitely many non-zero summands (so there is no convergence
issue in (A.1.4b)). Let YW be defined by (A.1.2). Then in Crz˘1s we clearly have

@

w1, YWpv1 b ¨ ¨ ¨ b vN , zqw
D

“
@

w1, Y1pv1, z1q ¨ ¨ ¨YN pvN , zN qw
D
ˇ

ˇ

z1“¨¨¨“zN“z
. (A.1.7)

A.1.3 Some convergence properties

Assume the setting of Subsec. A.1.1. To prove that YW satisfies Jacobi identity, we
need the following convergence lemmas to ensure that taking residues commutes with
certain infinite sums. Assume N “ 2, which is sufficient for the proof of Thm. A.1.4 by
induction. The first lemma is proved in a similar way as [FHL93, Prop. 3.5.1]:

Lemma A.1.7. For each w P W, w1 P W1, u1, v1 P V1, u2, v2 P V2, the sums
ÿ

n1,n2,n3PN

@

w1, Y1pu1, z1qPn1Y2pu2, rz1qPn2Y1pv1, z2qPn3Y2pv2, rz2qw
D

(A.1.8a)

ÿ

n1,n2,n3PN

@

w1, Y1pv1, z2qPn1Y2pv2, rz2qPn2Y1pu1, z1qPn3Y2pu2, rz1qw
D

(A.1.8b)

ÿ

n1,n2,n3PN

@

w1, Y1pu1, z1qPn1Y1pv1, z2qPn2Y2pu2, rz1qPn3Y2pv2, rz2qw
D

(A.1.8c)

converge a.l.u. on Ω1,Ω2,Ω1 respectively where

Ω1 “ tpz1, rz1, z2, rz2q P C4 : 0 ă |z2| ă |z1|, 0 ă |rz2| ă |rz1|u (A.1.9a)

Ω2 “ tpz1, rz1, z2, rz2q P C4 : 0 ă |z1| ă |z2|, 0 ă |rz1| ă |rz2|u (A.1.9b)

and can be extended to the same holomorphic function φ on

Ω “ tpz1, rz1, z2, rz2q P pCˆq4 : z1 ‰ z2, rz1 ‰ rz2u (A.1.10)

such that pz1 ´ z2qT prz1 ´ rz2qTφ is holomorphic on pCˆq4 for some T P N independent of w,w1.

Proof. Step 1. It suffices to assume that u1, v1, u2, v2, w, w1 are homogeneous. Then, as in
(A.1.4), we can also understand (A.1.8a) as

@

w1, Y1pu1, z1qY2pu2, rz1qY1pv1, z2qY2pv2, rz2qw
D

“
ÿ

k1,k2,k3,k4PN

@

w1, Y1pu1qk1Y2pu2qk2Y1pv1qk3Y2pv2qk4w
D
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¨ z´k1´1
1 rz´k2´1

1 z´k3´1
2 rz´k4´1

2 (A.1.11)

On any open subset of C4 the a.l.u. convergences of (A.1.8a) and (A.1.11) are equivalent.
(A.1.8b) and (A.1.8c) can be understood in a similar way. Then it follows immediately
that (A.1.8a) and (A.1.8c) are equal as elements of Crrz˘1

1 , rz˘1
1 , z˘1

2 , rz˘1
2 ss (and hence

as holomorphic functions whenever the a.l.u. convergence holds) because Y1 and Y2
commute.

Step 2. By the locality of vertex operators Y1, Y2, we can choose T P N such that

pz1 ´ z2qT rY1pu1, z1q, Y1pv1, z2qs “ 0, prz1 ´ rz2qT rY2pu2, rz1q, Y2pv2, rz2qs “ 0 (A.1.12)

as elements in EndpWqrrz˘1
1 , z˘1

2 ss and EndpWqrrrz˘1
1 , rz˘1

2 ss. Let fpz1, rz1, z2, rz2q “ (A.1.8a)
and gpz1, rz1, z2, rz2q “ (A.1.8b). Define

ψpz1, rz1, z2, rz2q “ pz1 ´ z2qT prz1 ´ rz2qT fpz1, rz1, z2, rz2q (A.1.13)

viewed as an element in the Crz˘1
1 , rz˘1

1 , z˘1
2 , rz˘1

2 s-module Crrz˘1
1 , rz˘1

1 , z˘1
2 , rz˘1

2 ss. Then
(A.1.12) and the commutativity of Y1 and Y2 imply that

ψ “ pz1 ´ z2qT prz1 ´ rz2qT gpz1, rz1, z2, rz2q

By (A.1.1), the powers of rz2 (resp. z1) in (A.1.8a) are bounded from below (resp.
above), and the same is true for z2 (resp. rz1) since we can exchange the first two ver-
tex operators and the second two in (A.1.8a). This implies that f belongs to the ring
Cppz´1

1 , rz´1
1 , z2, rz2qq, and so does ψ. Similarly, g belongs to Cppz1, rz1, z

´1
2 , rz´1

2 qq, and so
does ψ. Therefore

ψpz1, rz1, z2, rz2q P Crz˘1
1 , rz˘1

1 , z˘1
2 , rz˘1

2 s.

Step 3. Now (A.1.13) can be viewed as a relation in the ring R “ Cppz´1
1 , rz´1

1 , z2, rz2qq.
In this ring, pz1 ´ z2qT and prz1 ´ rz2qT have inverses

pz1 ´ z2q´T “
ÿ

jPN

ˆ

´T

j

˙

p´1qjz´T´j
1 zj2 (A.1.14)

prz1 ´ rz2q´T “
ÿ

jPN

ˆ

´T

j

˙

p´1qjrz´T´j
1 rzj2 (A.1.15)

Therefore, in R we have f “ (A.1.14) ¨ (A.1.15) ¨ ψ. Clearly (A.1.14) and (A.1.15) converge
a.l.u. on Ω1. So does f because ψ is a Laurent polynomial. Since the RHS of (A.1.14) and
(A.1.15) converge a.l.u. on Ω1 to the LHS as holomorphic functions, f as a formal Laurent
series of z1, z2, rz1, rz2 converges a.l.u. on Ω1 to φ. Here

φ “ pz1 ´ z2q´T prz1 ´ rz2q´Tψ P OpΩq

Therefore, by Step 1, (A.1.8a) converges a.l.u. on Ω1 to φ. Similarly, (A.1.8b) converges
a.l.u. on Ω2 to φ.
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The following lemma is well-known when Wpn2q is finite-dimensional. Without as-
suming the finite-dimensionality, the proof is more subtle.

Lemma A.1.8. In Lem. A.1.7, fix any n2 P N. Then
ÿ

n1,n3PN

@

w1, Y1pu1, z1qPn1Y1pv1, z2qPn2Y2pu2, rz1qPn3Y2pv2, rz2qw
D

(A.1.16a)

ÿ

n1,n3PN

@

w1, Y1pPn1Y pu1, z1 ´ z2qv1, z2qPn2Y2pPn3Y pu2, rz1 ´ rz2qv2, rz2qw
D

(A.1.16b)

converge a.l.u. on Ω1,Ω3 respectively where

Ω3 “ tpz1, rz1, z2, rz2q P C4 : 0 ă |z1 ´ z2| ă |z2|, 0 ă |rz1 ´ rz2| ă |rz2|u (A.1.17)

and can be extended to the same holomorphic function ωn2 on Ω.

Proof. Step 1. It suffices to assume that all the vectors are homogeneous. (A.1.1) implies
that (A.1.16a) belongs to Cppz´1

1 , rz´1
1 , z2, rz2qq, and that

ÿ

n1,n3PN

@

w1, Y1pv1, z2qPn1Y1pu1, z1qPn2Y2pv2, rz2qPn3Y2pu2, rz1qw
D

(A.1.18a)

belongs to Cppz1, rz1, z
´1
2 , rz´1

2 qq. By (A.1.12), when multiplied by pz1 ´ z2qT prz1 ´

rz2qT , (A.1.16a) and (A.1.18a) are equal as elements of the Crz˘1
1 , rz˘1

1 , z˘1
2 , rz˘1

2 s-module
Crrz˘1

1 , rz˘1
1 , z˘1

2 , rz˘1
2 ss. So this element must be in Crz˘1

1 , rz˘1
1 , z˘1

2 , rz˘1
2 s. Using this fact,

one shows as in the proof of Lem. A.1.7 that (A.1.16a) and (A.1.18a) converge a.l.u. on
Ω1,Ω2 respectively to the same function ωn2 P OpΩq. A similar argument shows that

ÿ

n1,n3PN

@

w1, Y1pv1, z2qPn1Y1pu1, z1qPn2Y2pu2, rz1qPn3Y2pv2, rz2qw
D

(A.1.18b)

ÿ

n1,n3PN

@

w1, Y1pu1, z1qPn1Y1pv1, z2qPn2Y2pv2, rz2qPn3Y2pu2, rz1qw
D

(A.1.18c)

converge a.l.u. on t|z1| ă |z2|, |rz1| ą |rz2|u and t|z1| ą |z2|, |rz1| ă |rz2|u respectively to ωn2 .

Step 2. It remains to show that (A.1.16b) converges a.l.u. on Ω3 to ωn3 . This is equiv-
alent to showing that for each r, ρ ą 0, (A.1.16b) converges a.l.u. to ωn2 on the multi-
annulus

Ω3,r,ρ “ tpz1, rz1, z2, rz2q P C4 : 0 ă |z1 ´ z2| ă r ă |z2|, 0 ă |rz1 ´ rz2| ă ρ ă |rz2|u (A.1.19)

The advantage of working with holomorphic functions on Ω3,r,ρ is that we can take Lau-
rent series expansions with respect to the four variables z1 ´ z2, z2, rz1 ´ rz2, rz2. By basic
facts about Laurent series expansions of holomorphic functions on multi-annuli (cf. e.g.
[Gui23b, Lem. 7.13]), the RHS of the following converges a.l.u. on Ω3,r,ρ to the LHS:

ωn2 “
ÿ

k1,k2PZ
ak1,k2pz2, rz2q ¨ pz1 ´ z2q´k1´1prz2 ´ rz2q´k2´1
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where

ak1,k2 “ Resz1´z2“0Res
rz1´rz2“0 ωn2pz1, rz1, z2, rz2q

¨ pz1 ´ z2qk1prz1 ´ rz2qk2dprz1 ´ rz2qdpz1 ´ z2q

is a holomorphic function on Γr,ρ “ tpz2, rz2q P C2 : |z2| ą r, |rz2| ą ρu. The proof will be
completed if we can show that

ak1,k2pz2, rz2q “
@

w1, Y1pY pu1qk1v1, z2qPn2Y2pY pu2qk2v2, rz2qw
D

(A.1.20)

Step 3. We fix pz2, rz2q P Γr,ρ and verify (A.1.20). Choose circles C´1, C1, rC´1, rC1 in C
with center 0 and radii ă |z2|,ą |z2|,ă |rz2|,ą |rz2| respectively. Then

ak1,k2pz2, rz2q

“
ÿ

i,j“´1,1

p´1qi`j

¿

Ci

¿

Cj

ωn2pz1, rz1, z2, rz2q ¨ pz1 ´ z2qk1prz1 ´ rz2qk2
drz1
2πi

dz1
2πi

(A.1.21)

by residue theorem. The four summands in (A.1.21) can be computed by (A.1.16a) and
(A.1.18): By the fact that contour integrals commute with a.l.u. convergent series of holo-
morphic functions, (A.1.18b) implies that

¿

C´1

¿

C1

ωn2pz1, rz1, z2, rz2q ¨ pz1 ´ z2qk1prz1 ´ rz2qk2
drz1
2πi

dz1
2πi

“
ÿ

l1,l2PN

ˆ

k1
l1

˙ˆ

k2
l2

˙
¿

C´1

¿

C1

ωn2z
l1
1 p´z2qk1´l1

rzk2´l2
1 p´rz2ql2

drz1
2πi

dz1
2πi

“
ÿ

l1,l2PN

ˆ

k1
l1

˙ˆ

k2
l2

˙

ÿ

n1,n3PN
p´z2qk1´l1p´rz2ql2

¨
@

w1, Y1pv1, z2qPn1Y1pu1ql1Pn2Y2pu2qk2´l2Pn3Y2pv2, rz2qw
D

“
ÿ

l1,l2PN

ˆ

k1
l1

˙ˆ

k2
l2

˙

p´z2qk1´l1p´rz2ql2

¨
@

w1, Y1pv1, z2qY1pu1ql1Pn2Y2pu2qk2´l2Y2pv2, rz2qw
D

(A.1.22)

where the last term is a finite sum by (A.1.1). The other three integrals in (A.1.21) can be
calculated in the same way. This computes the LHS of (A.1.20).

By the Jacobi identity (1.1.1) for Yi (where i “ 1, 2), for each m,n P N, k P Z, and
homogeneous u, v P V, we have in EndCpWqrz˘1s that

PmYi
`

Y puqkv, z
˘

Pn

“
ÿ

lPN

ˆ

k

l

˙

p´zqlPmYipuqk´lYipv, zqPn ´
ÿ

lPN

ˆ

k

l

˙

p´zqk´lPmYipv, zqYipuqlPn

from which one easily computes the RHS of (A.1.20) and finds that it equals the LHS.
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A.1.4 Proof of Thm. A.1.4

Proof of Thm. A.1.4. By induction onN , it suffices assumeN “ 2. Clearly, YWp1b1, zq “

1W and YW satisfies the lower truncation property. Moreover, it is easy to show

rrLp0q, YWpu1 b u2, zqs “ YW
`

Lp0qpu1 b u2q, z
˘

` zBzYWpu1 b u2, zq. (A.1.23)

using (A.1.1). So it remains to check the Jacobi identity (1.1.1) for YW. Let u1, v1 P

V1, u2, v2 P V2 be homogeneous and

Apzq “ YWpu1 b u2, zq, Bpzq “ YWpv1 b v2, zq.

Our goal is to prove

ÿ

lPN

ˆ

m

l

˙

pAn`lBqm`k´l

“
ÿ

lPN
p´1ql

ˆ

n

l

˙

Am`n´lBk`l ´
ÿ

lPN
p´1qn`l

ˆ

n

l

˙

Bn`k´lAm`l.

(A.1.24a)

for each m,n P Z where, for each k, l P Z,

pAkBql “ YWpY pu1 b u2qkpv1 b v2qql (A.1.24b)

Step 1. Choose homogeneous w P W, w1 P W1. By Subsec. A.1.2, for z P Cˆ we have
@

w1, Apzqw
D

“
ÿ

nPN

@

w1, Y1pu1, zqPnY2pu2, zqw
D

@

w1, Bpzqw
D

“
ÿ

nPN

@

w1, Y1pv1, zqPnY2pv2, zqw
D

where the RHS contain only finitely many non-zero summands. Let Ω “ (A.1.10) and

φ “ φpz1, rz1, z2, rz2q P OpΩq

be defined by Lem. A.1.7. Let

Γ “ Conf2pCˆq

Γ1 “ tpz1, z2q P Cˆ ˆ Cˆ : 0 ă |z2| ă |z1|u,

Γ2 “ tpz1, z2q P Cˆ ˆ Cˆ : 0 ă |z1| ă |z2|u

Γ3 “ tpz1, z2q P Cˆ ˆ Cˆ : 0 ă |z1 ´ z2| ă |z2|u

fpz1, z2q “ φpz1, z1, z2, z2q

Then f P OpΓq. By Lem. A.1.7, the RHS of the following converge a.l.u. on the given
region to the LHS:

f “
ÿ

nPN

@

w1, Apz1qPnBpz2qw
D

on Γ1 (A.1.25a)

f “
ÿ

nPN

@

w1, Bpz2qPnApz1qw
D

on Γ2 (A.1.25b)
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f “
ÿ

n1,n2,n3PN

@

w1, Y1pu1, z1qPn1Y1pv1, z2qPn2Y2pu2, z1qPn3Y2pv2, z2qw
D

on Γ1 (A.1.25c)

Step 2. Recall the function ωn2 P OpΩq in Lem. A.1.8. Define gn2 P OpΓq by

gn2pz1, z2q “ ωn2pz1, z1, z2, z2q

Our goal in this step is to show that the RHS of the following converges a.l.u. to the LHS:

fpz1, z2q “
ÿ

n2PN
gn2pz1, z2q on Γ (A.1.26)

We already know that this is true on Γ1 due to (A.1.25c). To extend (A.1.26) from Γ1 to Γ,
we follow the proof of [Gui23b, Thm. 8.4].

Consider the functions F P OpΓ ˆ Cˆq and Gn2 P OpΓq defined by

F pz1, z2, qq “ qwtpu2q`wtpv2q`Ăwtpw2qφpz1, qz1, z2, qz2q

Gn2pz1, z2q “ Resq“0 F pz1, z2, qqq´n2´1dq

By complex analysis, the RHS of the following converges a.l.u. on Γ ˆ Cˆ to the LHS:

F pz1, z2, qq “
ÿ

n2PZ
Gn2pz1, z2qqn2

Note that fpz1, z2q “ F pz1, z2, 1q. So (A.1.26) is true if we can prove that Gn2 equals gn2

on Γ. (Here, we set gn2 “ 0 if n2 ă 0.)
By the uniqueness of analytic continuation, it suffices to show that Gn2 “ gn2 on Γ1.

Fix pz1, z2q P Γ1. By (A.1.8c) and (A.1.1), we have

F pz1, z2, qq “
ÿ

n1,n2,n3PN

@

w1, Y1pu1, z1qPn1Y1pv1, z2qPn2q
rL0Y2pu2, z1qPn3Y2pv2, z2qw

D

“
ÿ

n1,n2,n3PN
qn2

@

w1, Y1pu1, z1qPn1Y1pv1, z2qPn2Y2pu2, z1qPn3Y2pv2, z2qw
D

which, by (A.1.16a), equals
ř

n2PN gn2pz1, z2qqn2 . This finishes the proof of (A.1.26).

Step 3. Let us compute

hkpz2q :“ Resz1“z2pz1 ´ z2qkfpz1, z2qdz1 “

¿

Cpz2q

pz1 ´ z2qkfpz1, z2q
dz1
2πi

where Cpz2q is any circle centered at z2 with radius ă |z2|. By (A.1.26), the sum of
(A.1.16b) over all n2 P N converges a.l.u. on Γ3 to f if we set rz1 “ z1, rz2 “ z2. There-
fore, by the fact that contour integrals commute with a.l.u. convergent series (A.1.26) and
(A.1.16b), we have

hkpz2q
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“
ÿ

n2PN

ÿ

n1,n3PN

¿

Cpz2q

pz1 ´ z2qk
@

w1, Y1pPn1Y pu1, z1 ´ z2qv1, z2q

¨ Pn2Y2pPn3Y pu2, z1 ´ z2qv2, z2qw
Ddz1
2πi

“
ÿ

n2PN

ÿ

n1,n3PN

ÿ

k1,k2PZ
k“k1`k2`1

@

w1, Y1pPn1Y pu1qk1v1, z2qPn2Y2pPn3Y pu2qk2v2, z2qw
D

“
ÿ

n2PN

ÿ

mPZ

@

w1, Y1pY pu1qmv1, z2q ¨ Pn2Y2pY pu2qk´1´mv2, z2qw
D

“
@

w1, YWpY pu1 b u2qkpv1 b v2q, z2qw
D

(A.1.27)

where the second last expression has finitely many nonzero summands (cf. Rem. A.1.6).

Step 4. By complex analysis, the RHS of the following converges a.l.u. to the LHS:

f “
ÿ

kPZ
hkpz2q ¨ pz1 ´ z2q´k´1 on Γ3 (A.1.28)

For each z2 P Cˆ, if we let C´, C` be circles centered at 0 with radii ă |z2| and ą |z2|

respectively, then for each m,n P Z we have
¿

Cpz2q

fpz1, z2qzm1 pz1 ´ z2qn
dz1
2πi

“

¿

C`

fpz1, z2qzm1 pz1 ´ z2qn
dz1
2πi

´

¿

C´

fpz1, z2qzm1 pz1 ´ z2qn
dz1
2πi

These three integrals can be computed respectively by (A.1.28), (A.1.25a), (A.1.25b) in the
same way as (3.1.16) and (3.1.17): we get

ÿ

lPN

ˆ

m

l

˙

zm´l
2 hn`lpz2q

“
ÿ

lPN
p´z2ql

ˆ

n

l

˙

@

w1, Am`n´lBpz2qw
D

´
ÿ

lPN

ˆ

n

l

˙

p´z2qn´l
@

w1, Bpz2qAm`lw
D

Substitute (A.1.27) into the LHS, multiply both sides by zh2 , and apply Resz2“0p¨qdz2. Then
we get (A.1.24).

A.2 Generalized V1 b ¨ ¨ ¨ b VN -modules

Let U be a VOA whose eigenspaces of Lp0q are not necessarily finite-dimensional.
Recall the following definitions from [Hua09].

Definition A.2.1. A weak U-module W is called a generalized U-module if W is spanned
by the generalized eigenvectors of Lp0q, or equivalently, if we have a decomposition

W “
à

nPC
Wrns (A.2.1)
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where Wrns is the subspace of generalized eigenvectors of Lp0q with eigenvalue n P C,
i.e. Wrns is the set of all w P W satisfying pLp0q ´ nqkw “ 0 for some k P Z` (possibly
depending on n and w).

A generalized U-module W is called a grading-restricted (generalized) module if
Wrns “ 0 when ℜpnq is sufficiently negative, and if each Wrns is finite-dimensional.

Applying the above definitions to the case U “ V1 b ¨ ¨ ¨ b VN , one wants to know
whether a weak V1ˆ¨ ¨ ¨ˆVN -module is a generalized module or even a grading-restricted
module of V1 b ¨ ¨ ¨ b VN . This is a main goal of this section.

A.2.1 General results

For each 1 ď i ď N,n P Z and each homogeneous vi P Vi, we call Yipviqn a raising
operator resp. lowering operator if the degree of vertex operator

deg
`

Yipviqn
˘

:“ wtpviq ´ n´ 1 (A.2.2)

is ě 0 resp. ď 0.

Remark A.2.2. Let W be a weak V1 ˆ ¨ ¨ ¨ ˆ VN -module. For each s1, . . . , sN P C, define

Wrs1,...,sN s “ tw P W : @1 ď i ď N, Dk P Z` such that pLip0q ´ siq
kw “ 0u (A.2.3)

Then by Jacobi identity (1.1.1), for each 1 ď i, j ď N we have

rLjp0q, Yipviqns “ δi,jpYipLp0qviqn ´ pn` 1qYipviqn
˘

(A.2.4a)
rLp0q, Yipviqns “ YipLp0qviqn ´ pn` 1qYipviqn (A.2.4b)

where Lp0q :“ L1p0q ` ¨ ¨ ¨ ` LN p0q. Let Wrss be the generalized eigenspace of Lp0q with
eigenvalue s. Thus, if Yipviqn has degree di “ wtpviq ´ n´ 1, then

YipviqnWrs1,...,si,...,sN s Ă Wrs1,...,si`di,...,sN s, YipviqnWrss Ă Wrs`dis (A.2.5)

Lemma A.2.3. Let A be the subalgebra of EndpWq generated by all Yipviqn where 1 ď i ď

N, vi P Vi, n P Z. Let A` resp. A´ be the unital subalgebra generated by all raising operators
resp. lowering operators. Then A “ SpanCpA` ¨ A´q.

Proof. One needs to show that a product of k P Z` vertex operators can be written as a
linear combination of those in A` ¨ A´. This follows easily by induction on k and by the
formula for rYipviqm, Yjpvjqns implied by the Jacobi identity.

The following criterion on generalized V1 b ¨ ¨ ¨ b VN -modules can be applied to dual
fusion products. (See Cor. 3.1.10.)

Proposition A.2.4. Let W be a weak V1 ˆ ¨ ¨ ¨ ˆ VN -module generated by elements of tTα : α P

Au where each Tα is a finite-dimensional subspace invariant under the action of every lowering
operator Yipviqn (where 1 ď i ď N,n P Z and vi P Vi is homogeneous). Then W is a generalized
V1 b ¨ ¨ ¨ b VN -module.
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Proof. Since Tα is finite-dimensional and invariant under L1p0q, . . . , LN p0q, by linear alge-
bra, Tα is spanned by common generalized eigenvectors of L1p0q, . . . , LN p0q. Thus, there
is a finite set E Ă CN such that

Tα “
à

ps1,...,sN qPE`NN

pTα X Wrs1,...,sN sq

and that any two elements of E do not differ by an element of ZN .
Let Wα “ A ¨ Tα. By Lem. A.2.3, we have Wα “ A` ¨ Tα. Thus, by (A.2.5),

Wα “
à

ps1,...,sN qPE`NN

Wα,rs1,...,sN s

where Wα,rs1,...,sN s “ Wα X Wrs1,...,sN s. For each 1 ď i ď N , define a linear operator rLip0q

on Wα satisfying for each e “ pe1, . . . , eN q P E that

rLip0q “ si ´ ei on Wα,rs1,...,sN s if ps1, . . . , sN q P e ` NN

Then rL1p0q, . . . , rLN p0q make Wα an admissible V1 ˆ ¨ ¨ ¨ ˆ VN -module. By assumption,
W “ SpanαWα. Therefore, by Cor. A.1.5, W is a weak V1 b ¨ ¨ ¨ b VN -module. Since each
Wα is spanned by generalized eigenvectors of Lp0q “ L1p0q ` ¨ ¨ ¨ ` LN p0q, so is W. So W
is a generalized V1 b ¨ ¨ ¨ b VN -module.

A.2.2 The C2-cofinite case

The following theorem follows immediately from [Miy04, Lem. 2.4] and the fact that
a tensor product of C2-cofinite VOAs is C2-cofinite. It shows, in particular, that if V is a
C2-cofinite VOA then each graded subspace Vpnq is finite-dimensional.

Theorem A.2.5. Let V1, . . . ,VN be C2-cofinite. Then there exists a finite subset E Ă V1 b ¨ ¨ ¨ b

VN such that any weak V1 b ¨ ¨ ¨ b VN -module W generated by a vector w0 is spanned by

YWpvkq´nk
YWpvk´1q´nk´1

¨ ¨ ¨YWpv1q´n1w0 (A.2.6)

where k P N, v1, ¨ ¨ ¨ , vk P E and n1 ă n2 ă ¨ ¨ ¨ ă nk. Moreover, E can be chosen as a subset
whose elements are of the form u1 b ¨ ¨ ¨ b uN , where u1, ¨ ¨ ¨ , uN are homogeneous.

Theorem A.2.6. Assume that V1, . . . ,VN are C2-cofinite. Then the following statements for W
are equivalent:

(a) W is a finitely-generated admissible V1 ˆ ¨ ¨ ¨ ˆ VN -module.

(b) W is a finitely-generated finitely-admissible V1 ˆ ¨ ¨ ¨ ˆ VN -module.

(c) W is a finitely-generated admissible V1 b ¨ ¨ ¨ b VN -module.

(d) W is a finitely-generated finitely-admissible V1 b ¨ ¨ ¨ b VN -module.

(e) W is a finitely-generated generalized V1 b ¨ ¨ ¨ b VN -module.
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(f) W is a grading-restricted (generalized) V1 b ¨ ¨ ¨ b VN -module.

Proof. (e,f)ñ(b): Assume (e,f). Then there exists a finite subset F Ă C such that the finite-
dimensional subspace T “

À

tPF Wrts generates W. Since W is grading-restricted, we can
extend F to a larger finite set such that if t P F, n P N and Wrt´ns ‰ 0 then t ´ n P F .
Thus T is invariant under A´. As in the proof of Prop. A.2.4, we can find a finite subset
E Ă CN , any two elements of which do not differ by an element of ZN , such that

T “
à

ps1,...,sN qPE`NN

pT X Wrs1,...,sN sq

By Lem. A.2.3, W “ A`T . So

W “
à

ps1,...,sN qPE`NN

Wrs1,...,sN s

and by Thm. A.2.5 and (A.2.5), each Wrs1,...,sN s is finite-dimensional. For each 1 ď i ď N ,
define a linear operator rLip0q on W satisfying for each e “ pe1, . . . , eN q P E that

rLip0q “ si ´ ei on Wrs1,...,sN s if ps1, . . . , sN q P e ` NN

Then rL1p0q, . . . , rLN p0q make W a finitely admissible V1 ˆ ¨ ¨ ¨ ˆ VN -module.
(b)ñ(a): Obvious.
(a)ñ(c): Immediate from Thm. A.1.4.
It remains to show that (c,d,e,f) are equivalent. Note that if they are equivalent when-

ever N “ 1, then they are equivalent for any N by considering U “ V1 b ¨ ¨ ¨ b VN as a
single VOA. Thus, in the following, we assume N “ 1 and write V1 “ V.

(e)ñ(f): By (A.2.5) and Thm. A.2.5. (f)ñ(e): By [Hua09, Prop. 4.3], (f) implies that W
has finite length, and hence is finitely-generated.

(e,f)ñ(d): Apply (e,f)ñ(b) to the case N “ 1.
(d)ñ(c): Obvious.
(c)ñ(e): Assume (c). By Thm. A.2.5 and (1.2.2a), W is a finitely-admissible V-module.

Thus, by (A.2.5), W is spanned by some finitely-dimensional Lp0q-invariant subspace. So
W is spanned by generalized eigenvectors of Lp0q. This proves (e).

B A geometric construction of higher level Zhu algebras

In this chapter, we fix a VOA V and n P N. Our goal is to show that the higher level
Zhu algebraAnpVq (originally introduced in [Zhu96, DLM98]) can be constructed in a nat-
ural way from dual fusion products and propagation of partial conformal blocks. (That
A0pVq can be realized from dual fusion products was indicated by [NT05, Prop. 7.2.2 and
A.2.7].) We want to impress upon the audience that many computations about AnpVq in
the literature have geometric meanings, and that these geometric interpretations can be
formulated in a precise way. (In particular, the algebra structure of AnpVq is implied by
the module structures of dual fusion products.) It would be interesting to see if some
other associative algebras and/or their modules related to V (e.g. the AmpVq-AnpVq bi-
module Am,npVq constructed by Dong-Jiang [DJ08], the associative algebras AnpVq and
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A8pVq defined by Huang in [Hua20]) can also be given geometric meanings in terms of
the dual fusion products. See also [Li01a, Li01b, Li22] for closely related materials.

The results of this chapter are not used elsewhere in this article.

B.1 Preliminary

Throughout this chapter, we let ζ denote the standard coordinate of C, and fix a p2, 1q-
pointed compact Riemann surface with local coordinates

Q “
`

8, 0; 1{ζ, ζ
ˇ

ˇ P1
ˇ

ˇ 1; ζ ´ 1
˘

(B.1.1)

where 1 is the incoming point (with local coordinate ζ ´ 1) and 8, 0 are the outgoing
ones (with local coordinates 1{ζ, ζ respectively). Associate the vacuum module V to the
incoming marked point 1, and identify

WQpVq “ V via Upζq

By Thm. 3.1.9, pnQpVq, Y`, Y´q is a weak V ˆ V-module where Y` is the vertex operator
for the marked point 8 and Y´ is for 0. Write the Virasoro operators as

L`pkq “ Y`pcqk`1 L´pkq “ Y´pcqk`1 (B.1.2)

Recall Def. 1.1.3 for the meaning of Y 1.
The residue actions ˚` “ ˚8 and ˚´ “ ˚0 of H0

`

P1,VQ,n,n bωP1p‚1q
˘

on V are defined
as in (1.5.1a) (cf. Def. 2.1.5). The following lemma is helpful for the computation of these
actions.

Lemma B.1.1. Let

f “
ÿ

kPZ
fkζ

k P Cppζqq (B.1.3a)

g “
ÿ

kPZ
gkζ

k P Cppζ´1qq (B.1.3b)

be respectively sections of OP1p‚0 ` ‚8q on a neighborhood U` of 8 and a neighborhood U´ of 0
such that 0 R U` and 8 R U´. Let v P V. Let

τ “ g ¨ Uϱpζq´1vdζ P H0pU`,VQ b ωP1p‚8qq

σ “ f ¨ Uϱpζq´1vdζ P H0pU´,VQ b ωP1p‚0qq

Let pW, Y`, Y´q be a weak V ˆ V-module associated to 0,8. Then for each w P W,

τ ˚` w “ ´
ÿ

kPZ
gkY

1
`pvqkw (B.1.4a)

σ ˚´ w “
ÿ

kPZ
fkY´pvqkw (B.1.4b)

Proof. (B.1.4b) is obvious. Uϱp1{ζqτ , as a V-valued holomorphic 1-form, equals

Uϱp1{ζqτ “ g ¨ eζL1p´ζ´2qL0vdζ

thanks to Exp. 1.4.1. From this, one easily computes that

τ ˚` w “ Res1{ζ“0 Y`pUϱp1{ζqτ, 1{ζqw

equals the RHS of (B.1.4a).
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B.2 Construction of AnpVq from the dual fusion product nQpVq

The goal of this section is to prove Thm. B.2.9.

B.2.1 rAnpVq, AnpVq, and the multiplications ˛L, ˛R

Definition B.2.1. Define a vector space

rAnpVq
def

ùùù TQ,n,npVq
(2.1.5)

ùùùùù
V

H0
`

P1,VQ,n,n b ωP1p‚1q
˘

¨ V
(B.2.1)

so rAnpVq˚ “ T ˚
Q,n,npVq

Define bilinear maps ˛L, ˛R : V ˆ V Ñ rAnpVq˚˚ such that for each ϕ P rAnpVq˚ and
homogeneous u, v P V,

xϕ, u ˛L vy “
@

Y 1
`puqwtu´1 ¨ ϕ, v

D

, (B.2.2a)
xϕ, u ˛R vy “ xY´pvqwtv´1 ¨ ϕ, uy . (B.2.2b)

Notice that by Prop. 3.1.3 and (1.1.7),

Y 1
`puqwtu´1 ¨ rAnpVq˚ Ă rAnpVq˚ Y´pvqwtv´1 ¨ rAnpVq˚ Ă rAnpVq˚ (B.2.3)

Example B.2.2. For each ϕ P rAnpVq˚ we have

xϕ,1 ˛L vy “ xϕ, v ˛R 1y “ xϕ, vy (B.2.4)
xϕ, c ˛L vy “ xL`p0qϕ, vy xϕ, v ˛R cy “ xL´p0qϕ, vy (B.2.5)

Lemma B.2.3. ˛L, ˛R are bilinear maps V ˆ V Ñ rAnpVq.

Proof. By Prop. 3.3.4, the RHS of (B.2.2a) can be written as ϕpmq for some m P V indepen-
dent of ϕ. This shows that u ˛L v equals the equivalence class of m in rAnpVq. A similar
thing can be said about u ˛R v.

Proposition B.2.4. ˛L and ˛R descend to bilinear maps

˛L : V ˆ rAnpVq Ñ rAnpVq ˛R : rAnpVq ˆ V Ñ rAnpVq (B.2.6)

Moreover, if u, v, w P V, then the following relation holds in rAnpVq:

pu ˛L vq ˛R w “ u ˛L pv ˛R wq (B.2.7)

Proof. By (B.2.2) and (B.2.3), if v belongs to the denominator of the RHS of (B.2.1) (equiv-
alently, if v is killed by every ϕ P rAnpVq˚), then so does u ˛L v and v ˛R u for every u P V.
Thus, (B.2.6) follows immediately from Lem. B.2.3. Since Y 1

` and Y´ commute by Thm.
3.1.9, for each ϕ P rAnpVq˚ and each homogeneous u, v, w P V, (B.2.2) implies that

@

ϕ, pu ˛L vq ˛R w
D

“
@

Y´pwqwtw´1 ¨ ϕ, u ˛L v
D

“
@

Y 1
`puqwtu´1 ¨ Y´pwqwtw´1 ¨ ϕ, v

D

“
@

Y´pwqwtw´1 ¨ Y 1
`puqwtu´1 ¨ ϕ, v

D

“
@

Y 1
`puqwtu´1 ¨ ϕ, v ˛R w

D

“
@

ϕ, u ˛L pv ˛R wq
D
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If one can show that ˛L “ ˛R, then these two bilinear maps descend to ˛ : rAnpVq ˆ

rAnpVq Ñ rAnpVq. Unfortunately, ˛L and ˛R are in general not equal unless when n “ 0.
To get equal maps, one needs to pass to a quotient AnpVq of rAnpVq.

Definition B.2.5. Define

ZnpVq “
␣

c ˛L v ´ v ˛R c : v P rAnpVq
(

Ă rAnpVq (B.2.8a)

AnpVq “ rAnpVq{ZnpVq (B.2.8b)

Thus, by Exp. B.2.2, the dual space of AnpVq is

AnpVq˚ “
␣

ϕ P rAnpVq˚ : L`p0qϕ “ L´p0qϕ
(

(B.2.9)

Lemma B.2.6. ˛L and ˛R descend to bilinear maps

˛L : V ˆAnpVq Ñ AnpVq ˛R : AnpVq ˆ V Ñ AnpVq (B.2.10)

Proof. We need to show that if v P V is homogeneous, then v ˛L ´ and ´ ˛R v send ZnpVq

into ZnpVq. It suffices to prove

Y 1
`pvqwtv´1 ¨AnpVq˚ Ă AnpVq˚ Y´pvqwtv´1 ¨AnpVq˚ Ă AnpVq˚ (B.2.11)

Choose ϕ P rAnpVq˚ killed by L`p0q ´ L´p0q. Then the formula

rL˘p0q, Y´pvqwtv´1s “ rY˘pcq1, Y´pvqwtv´1s “ 0

implied by (A.2.4a) shows that Y´pvqwtv´1ϕ is also killed by L`p0q ´ L´p0q. This proves
the second relation in (B.2.11). A similar argument together with (1.1.7) proves the first
relation in (B.2.11).

Proposition B.2.7. We have Z0pVq “ 0, and hence A0pVq “ rA0pVq.

Theorem B.2.8. For each u, v P V, the equivalence classes of u ˛L v and u ˛R v in AnpVq are
equal. Thus (by Lem. B.2.6), ˛L and ˛R descend to the same bilinear map

˛ : AnpVq ˆAnpVq Ñ AnpVq (B.2.12)

We defer the proofs of Prop. B.2.7 and Thm. B.2.8 to the next subsection.

Theorem B.2.9. AnpVq is an associative algebra if we let the map ˛ in Thm. B.2.8 be the multi-
plication. The equivalence class of 1 in AnpVq is the unit. The equivalence class of c in AnpVq is
a central element.

Proof. The associativity of ˛ follows from Prop. B.2.4. That 1 is the unity in AnpVq follows
from (B.2.4). That c is central in AnpVq follows from (B.2.8).
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B.2.2 Proofs of Prop. B.2.7 and Thm. B.2.8

Lemma B.2.10. Let v P V. Then the relation v ˛L 1 “ 1 ˛R v holds in rAnpVq.

Proof. By (B.2.2), it suffices to show that for each ϕ P rAnpVq˚ we have

´
@

Y 1
`pvqk ¨ ϕ,1

D

` xY´pvqk ¨ ϕ,1y “ 0 (B.2.13)

where k “ wtv ´ 1. Indeed, we shall prove (B.2.13) for all k P Z. Let σ “ Uϱpζq´1v ¨ ζkdζ
which is inH0pP1,VP1 bωP1p‚0`‚8qq. By (B.1.4), the LHS of (B.2.13) equals xσ ˚` ϕ,1y`

xσ ˚´ ϕ,1y, and hence equals ´xϕ, σ ¨ 1y by Rem. 3.2.2. And σ ¨ 1 “
ř

lPN
`

k
l

˘

Y pvql1 “

0.

Note that if we set v “ c in (B.2.13), we get for all ϕ P rAnpVq˚ that

xL`p0qϕ,1y “ xL´p0qϕ,1y (B.2.14)

Proposition B.2.11. Choose v P V and ϕ P rAnpVq˚. The following relation holds in Crz˘1s:
@

Y 1
`pv, zqϕ,1

D

“ xY´pv, zqϕ,1y (B.2.15)

Its value at z “ 1 is

xY´pv, 1qϕ,1y “ ϕpvq (B.2.16)

Proof. By (B.2.13), (B.2.15) holds in Crrz˘1ss. The RHS of (B.2.15) belongs to Cppzqq by
the lower-truncation property for the weak V ˆ V-module nQpVq. Similarly, the LHS of
(B.2.15) belongs to Cppz´1qq by the “upper truncation property” (cf. (1.1.7)). So (B.2.15) P

Crz˘1s. For each k P Z, by (3.1.3) we have

xY´pvqkϕ,1y “ Resz“0 ≀ϕpUϱpζq´1v,1qzkdz

Therefore, ≀ϕpUϱpζq´1v,1q, a priori an element of OpCˆ ´ 1q (cf. Thm. 2.5.6), is a Laurent
polynomial of the standard complex variable z and is equal to (B.2.15). By (2.5.14), in
Crrz ´ 1ss we have (by taking the Laurent series expansion of the LHS at z “ 1)

≀ϕpUϱpζq´1v,1qz “ ϕ
`

Y pv, z ´ 1q1
˘

(B.2.17)

The RHS equals ϕ
`

epz´1qLp´1qv
˘

, which is ϕpvq when z “ 1. This proves (B.2.16).

Formula (B.2.16) is useful because it looks similar to xw1, YWp¨, 1qwy. (See also Rem.
B.3.3.) Thus, many computations about xw1, YWpv, 1qwy can be straightforwardly general-
ized to ϕpvq, as shown in the proof of:

Proposition B.2.12. Choose any ϕ P rAnpVq˚. Then ϕ belongs to AnpVq˚ if and only if for each
homogeneous v P V we have

xY´pv, zqϕ,1y “ z´wtv ¨ ϕpvq (B.2.18)
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Proof. Choose ϕ P rAnpVq˚. Since Y` commutes with Y´, we have in Crrz˘1ss that

pzBz ` wtvq xY´pv, zqϕ,1y
(A.2.4)

ùùùùù xrL´p0q, Y´pv, zqsϕ,1y

(B.2.14)
ùùùùùù xpL`p0qY´pv, zq ´ Y´pv, zqL´p0qqϕ,1y “ xY´pv, zqpL`p0q ´ L´p0qqϕ,1y

(B.2.19)

which, by Prop. B.2.11, is an element of Crz˘1s.
Suppose ϕ P AnpVq˚. Then L`p0qϕ “ L´p0qϕ, and hence (B.2.19) is 0. So

zwtv xY´pv, zqϕ,1y is constant over z. Thus (B.2.18) follows from (B.2.16).
Conversely, suppose that (B.2.18) is true. Then zwtv xY´pv, zqϕ,1y is constant over z,

and hence (B.2.19) equals 0. Thus, by (B.2.16),

xpL`p0q ´ L´p0qqϕ, vy “ xY´pv, 1qpL`p0q ´ L´p0qqϕ,1y “ 0

So L`p0qϕ´ L´p0qϕ “ 0, i.e., ϕ P AnpVq˚.

Proof of Prop. B.2.7. It suffices to prove rA0pVq˚ “ A0pVq˚. Choose any ϕ P rA0pVq˚ “

T ˚
Q,0,0pVq. By Prop. 3.1.1 and (1.1.7), we know that zwtv xY´pv, zqϕ,1y is in Crrzss and

zwtv
@

Y 1
`pv, zqϕ,1

D

is in Crrz´1ss. So zwtv
@

Y 1
`pv, zqϕ,1

D

is a constant, which together with
(B.2.16) implies (B.2.18). So ϕ P A0pVq˚ by Prop. B.2.12.

Proof of Thm. B.2.8. Choose any homogeneous vectors u, v P V. For each ϕ P ApVq˚,

xϕ,1 ˛R vy “ xY´pvqwtv´1ϕ,1y “ Resz“0 xY´pv, zqϕ,1y ¨ zwtv´1dz

(B.2.18)
ùùùùùùResz“0 z

´1ϕpvqdz “ ϕpvq.

So in AnpVq we have 1 ˛R v “ v, and hence v ˛L 1 “ v by Lem. B.2.10. The same can be
said about u. Thus, by Prop. B.2.4, in AnpVq we have

u ˛L v “ u ˛L p1 ˛R vq “ pu ˛L 1q ˛R v “ u ˛R v.

B.3 Modules of V and AnpVq

One advantage of AnpVq is that its representations are closely related to those of V (cf.
[Zhu96, DLM98]). In this article, we will not explore a systematic relationship between V-
modules and AnpVq-modules. But we will reprove (or reinterpret) some classical results
in order to give the readers an impression that such topics can be neatly dealt with using
the machinery of dual fusion products.

Definition B.3.1. For each weak V-module W, let

ΩnpWq “ tw P W : Y pvqkw “ 0 @ homogeneous v P V, k P Z, k ě wtpvq ` nu

Remark B.3.2. Using Jacobi identity, it is easy to see that for each homogeneous v P V
and k P Z,

Y pvqkΩnpWq Ă Ωn1pWq where n1 “ n` maxt0,wtv ´ k ´ 1u (B.3.1)
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In particular, ΩnpWq is invariant under YWpvqwtv´1. Moreover, if W is an admissible V-
module, the bracket relation (1.1.2) implies that ΩnpWq is rLp0q-invariant. So

ΩnpWq “
à

kPN
ΩnpWq X Wpkq

Remark B.3.3. Suppose that W is an admissible V-module. Associate V,W1,W to the
marked points 1,8, 0 respectively. Identify WQpV b W1 b Wq with V b W1 b W via Upζ ´

1, 1{ζ, ζq. Then the linear functional

ωW : V b W1 b W Ñ C

ωWpv b w1 b wq “
@

w1, Y pv, 1qw
D

“
ÿ

kPZ

@

w1, Y pvqkw
D (B.3.2)

belongs to T ˚
Q pV b W1 b Wq. Thus, by Thm. 3.3.5, there is a unique weak V ˆ V-module

morphism

TW : W1 b W Ñ nQpVq
@

TWpw1 b wq, v
D

“
@

w1, Y pv, 1qw
D

p@v P Vq
(B.3.3)

Theorem B.3.4. Let W be an admissible V-module with grading operator rLp0q. Then there is a
(necessarily unique) representation o of AnpVq on ΩnpWq satisfying that for each homogeneous
v P V and w P ΩnpWq,

opvqw “ YWpvqwtv´1 ¨ w (B.3.4)

It was proved in [DLM98] that the same conclusion holds if W is only assumed to be
a weak V-module. We do not know how to prove this fact in our setting.

Proof. Define linear map o : V Ñ EndpΩnpWqq by (B.3.4). We first show that o descends to
a linear map AnpVq Ñ EndpΩnpWqq. Choose any homogeneous w P ΩnpWq. Then opvqw
also has weight Ăwtw by (1.1.2). Therefore, for each homogeneous w1 P W1, xopvqw,w1y is
zero if Ăwtw1 ‰ Ăwtw. Assume Ăwtw1 “ Ăwtw. Then by (1.1.2) we have

xw1, opvqwy “ xw1, Y pv, 1qwy “
@

TWpw1 b wq, v
D

(B.3.5)

If u P V is homogeneous and k ě wtpuq ` n, then w1 b w is annihilated by Y´puqk “

1 b Y puqk, and hence TWpw1 bwq is annihilated by Y´puqk. For each homogeneous v P V,
@

Y`puqkTWpw1 b wq, v
D

“
@

Y puqkw
1, Y pv, 1qw

D

“
@

Y puqkw
1, Y pvqsw

D

where s is such that wtu ´ k “ wtv ´ s. Since w P ΩnpWq, we have Y pvqsw “ 0. So the
above expression is zero. Thus TWpw1 b wq P rAnpVq˚ by Cor. 3.2.3. Moreover, for each
w P W, w1 P W1 and homogeneous v P V,

@

L`p0qTWpw1 b wq, v
D

“
@

TWpLp0qw1 b wq, v
D

“
@

w1, Lp0qY pvqwtv´1w
D

“
@

w1, Y pvqwtv´1Lp0qw
D

“
@

TWpw1 b Lp0qwq, v
D

“
@

L´p0qTWpw1 b wq, v
D

So TWpw1 b wq P AnpVq˚ by (B.2.9). This proves that o descends to AnpVq.
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Choose any u, v P V. Choose homogeneous w P W, w1 P W1. Clearly xw1, opuqopvqw1y

and xw1, opu ˛ vqwy are both 0 if Ăwtw1 ‰ Ăwtw. Assume Ăwtw1 “ Ăwtw. Then

@

w1, opu ˛ vqw
D (B.3.5)

ùùùùù
@

TWpw1 b wq, u ˛R v
D (B.2.2b)

ùùùùùù
@

Y´pvqwtv´1TWpw1 b wq, u
D

“
@

TWY´pvqwtv´1pw1 b wq, u
D

“
@

TWpw1 b Y pvqwtv´1wq, u
D

“
@

TWpw1 b opvqwq, u
D (B.3.5)

ùùùùù
@

w1, opuqopvqw
D

.

This proves opu ˛ vq “ opuqopvq.

Now we consider the other direction.

Definition B.3.5. Let us define a contravariant functor Γn from the category of (left)
AnpVq-module to the category of weak V-modules as follows. Let

T ˚
Q,8,npVq “ lim

ÝÑ
kPN

T ˚
Q,k,npVq

For each (left) AnpVq-module E we associate a weak V-module

ΓnpEq “ HomopVq

`

E,T ˚
Q,8,npVq

˘

(B.3.6)

whose elements are all the linear maps F : E Ñ T ˚
Q,8,npVq satisfying

F ¨ opvq “ Y´pvqwtv´1 ¨ F (B.3.7)

for each homogeneous v P V. By Thm. 3.1.9 and Prop. 3.1.3, ΓnpEq is a weak V-module if
for each v P V, k P Z we define the action of Y pvqk on F to be Y`pvqk ¨ F . We denote this
module by pΓnpEq, Y`q, or simply ΓnpEq for short.

Remark B.3.6. Let W be an admissible V-module. Let E be a (left) AnpVq-module. Let
φ : E Ñ ΩnpWq be a (left) AnpVq-module morphism. Then φ induces naturally a weak
V-module morphism rφ : W1 Ñ ΓnpEq defined by

rφ : W1 Ñ HomopVqpE,T ˚
Q,8,npVqq

w1 ÞÑ
`

e P E ÞÑ TWpw1 b φpeqq
˘ (B.3.8)

On the other hand, Dong-Li-Mason constructed in [DLM98] an admissible V-module
MnpEq for each AnpVq-module E, and showed that each morphism φ : E Ñ ΩnpWq

induces naturally a weak V-module morphism φ : MnpEq Ñ W satisfying certain good
properties. MnpEq was constructed by means of induced representations with respect
to certain universal algebras. It is reasonable to guess that the contragredient of MnpEq

is related to ΓnpEq, and that some dual of nQpVq (e.g. lim
ÐÝk,lPN TQ,k,lpVq) is related to a

universal algebra of V. We hope to study this topic in future work.
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B.4 Comparison with the classical construction

In this section, we show that our AnpVq agrees with the one in [DLM98]. Our discus-
sion begins with the following observation.

Remark B.4.1. Let σ, τ be as in Lem. B.1.1. Then it is not hard to see that

τ P H0pU`,VQ,n,n b ωP1q ðñ gk “ 0 for every k ą wtv ´ n´ 2 (B.4.1a)

σ P H0pU´,VQ,n,n b ωP1q ðñ fk “ 0 for every k ă wtv ` n (B.4.1b)

Proposition B.4.2. H0
`

P1,VQ,n,n b ωP1p‚1q
˘

¨ V equals rOnpVq where

rOnpVq “ SpanC
␣

Resz“0 z
´2n´2Y pp1 ` zqLp0q`nu, zqvdz : u, v P V

(

(B.4.2)

In other words, we have rAnpVq “ V{ rOnpVq.

Proof. Recall that ζ is the standard coordinate of C. Unlike before, we let z “ ζ ´ 1, which
is not standard. For each homogeneous u P V, define a section of VQ b ωP1 on Cˆ ´ t1u:

σ “ Uϱpζq´1pζ ´ 1q´2n´2ζwtu`nudζ (B.4.3)

By Rem. B.4.1, σ belongs to H0
`

P1,VQ,n,n b ωP1p‚1q
˘

. Clearly

σ ¨ v “ Resz“0 z
´2n´2Y pp1 ` zqwtu`nu, zqvdz (B.4.4)

for each v P V. This proves rOnpVq Ă H0
`

P1,VQ,n,n b ωP1p‚1q
˘

¨ V.
On the other hand, by Rem. B.4.1, H0

`

P1,VQ,n,n b ωP1p‚1q
˘

is spanned by

σ “ Uϱpζq´1f ¨ ζwtu`nudζ

for some homogeneous u P V and f P H0pP1,Op‚1 ` ‚8qq such that

fk “ 0 for every k ą ´2n´ 2 (B.4.5)

if f “
ř

kPZ fkζ
k is the series expansion of f at 8. So f is a linear combination of tpζ´1qk :

k ď ´2n´ 2u.
Thus, to proveH0

`

P1,VQ,n,nbωP1p‚1q
˘

¨V Ă rOnpVq, it suffices to prove σ¨v P rOnpVq for
all v P V and all such σ. By linearity, it suffices to assume f “ pζ ´ 1qk where k ď ´2n´ 2.
Namely, it suffices to prove

Resz“0 z
kY pp1 ` zqwtu`nu, zqvdz P rOnpVq

But this can be proved in a similar way as [Zhu96, Lem. 2.1.2], as pointed out in the proof
of [DLM98, Lem. 2.1].

Proposition B.4.3. Let u, v P V be homogeneous. Then in rAnpVq we have

u ˛L v “ Resz“0

n
ÿ

m“0

p´1qm
ˆ

m` n

n

˙

p1 ` zqwtpuq`n

zm`n`1
Y pu, zqvdz (B.4.6a)

u ˛R v “ Resz“0

n
ÿ

m“0

p´1qn
ˆ

m` n

n

˙

p1 ` zqwtpvq`m´1

zm`n`1
Y pv, zqudz (B.4.6b)
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Proof. Let U´ and U` be open discs centered at 0 and 8 respectively and disjoint from
1. Choose any ϕ P rAnpVq. By Rem. 3.2.2 and Prop. 3.1.1, xϕ, u ˛R vy “ xY´pvqwtv´1ϕ, uy

equals xϕ, σ ¨ uy where σ P H0pP1,VP1 b ωP1p‚1 ` ‚8 ` ‚0qq satisfies

σ
ˇ

ˇ

U`
” 0 mod H0

`

U`,VQ,n,n b ωP1

˘

(B.4.7a)

σ
ˇ

ˇ

U´
” ´Uϱpζq´1ζwtv´1 ¨ vdζ mod H0

`

U´,VQ,n,n b ωP1

˘

(B.4.7b)

With the help of Lem. B.1.1, we also have that xϕ, u ˛L vy “
@

Y 1
`puqwtu´1ϕ, v

D

equals
xϕ, τ ¨ vy where τ P H0pP1,VP1 b ωP1p‚1 ` ‚8 ` ‚0qq satisfies

τ
ˇ

ˇ

U`
” Uϱpζq´1ζwtu´1 ¨ udζ mod H0

`

U`,VQ,n,n b ωP1

˘

(B.4.8a)

τ
ˇ

ˇ

U´
” 0 mod H0

`

U´,VQ,n,n b ωP1

˘

(B.4.8b)

Using Rem. B.4.1, one checks that the following σ and τ satisfy the desired conditions:

σ “ Uϱpζq´1 ¨

n
ÿ

m“0

p´1qn
ˆ

m` n

n

˙

ζwtpvq`m´1

pζ ´ 1qm`n`1
¨ vdζ (B.4.9a)

τ “ Uϱpζq´1 ¨

n
ÿ

m“0

p´1qm
ˆ

m` n

n

˙

ζwtpuq`n

pζ ´ 1qm`n`1
¨ udζ (B.4.9b)

(To check (B.4.7b) and (B.4.8a), one also needs the binomial formula in [DLM98, Prop.
5.2].) σ ¨ u and τ ¨ v are clearly equal to the RHS of (B.4.6b) and (B.4.6a) respectively.

Remark B.4.4. In [DLM98], the RHS of (B.4.6a) is given as the definition of the multipli-
cation operation ˛ of AnpVq. The RHS of (B.4.6b) appears in [DLM98, Lem. 2.1-(ii)].

Proposition B.4.5. For each v P V, the following relation holds in rAnpVq:

c ˛L v ´ v ˛R c “
`

Lp0q ` Lp´1q
˘

v (B.4.10)

Thus AnpVq “ rAnpVq{t
`

Lp0q ` Lp´1q
˘

v : v P Vu.

Proof. We know that ZnpVq is spanned by all c ˛L v ´ v ˛R c. Choose any ϕ P rAnpVq˚.
Then

xϕ, c ˛L v ´ v ˛R cy “ xpY`pcq1 ´ Y´pcq1qϕ, vy

equals ´ xσ ˚` ϕ` σ ˚´ ϕ, vy where σ P H0pP1,VP1 b ωP1p‚8 ` ‚0qq is defined by σ “

Uϱpζq´1c ¨ ζdζ (recall Lem. B.1.1). So it equals xϕ, σ ¨ vy by Rem. 3.2.2. Clearly σ ¨ v “
`

Lp0q ` Lp´1q
˘

v.
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pM,Nq-pointed compact Riemann surface,
26

C2-cofinite VOAs, 16
N -pointed compact Riemann surfaces

(with local coordinates), 22
Vϱpηiq, the pushforward, 25
N-gradable V1 ˆ ¨ ¨ ¨ ˆ VN -module, 68
ΘC{B, the relative tangent bundle, 25
(Finitely) admissible V1ˆ¨ ¨ ¨ˆVN -modules,

19
Families of pM,Nq-pointed nodal curves,

33
Contragredient modules, 17
Converging absolutely and locally uni-

formly (a.l.u.), 16
Critical locus Σ, 36
Discriminant locus ∆ “ πpΣq, 36
Dual fusion products nXpWq, 27
Families of N -pointed compact Riemann

surfaces (with local coordinates),
24

Families with compact Riemann surfaces,
23

Finitely generated weak VˆN -modules, 18
Generalized U-module: lower-truncated,

grading-restricted, 76
Generating subsets of weak VˆN -modules,

18
holomorphic family of transformation, 21
Homogeneous, rL‚p0q-homogeneous vec-

tors, 19
Incoming points, 26
Local coordinates, 22
Local coordnates, 24
Outgoing points, 26
Partial conformal blocks, 27
Residue action, 23, 30
Sewing compact Riemann surfaces, 33
Sewing Riemann surfaces along pairs of

points, 33
Truncated (dual) X-fusion product, 27
Univalent functions, 21
Weak V-modules, finitely admissible V-

modules, 17
Weak V1 ˆ ¨ ¨ ¨ ˆ VN -modules, 18
Weakly-admissible modules, 62

rAnpVq, 81

c, the conformal vector, 16
Cb “ π´1pbq, 25
ConfnpXq, 14
CV “ π´1pV q, 28

Dr,Dˆ
r ,Dr‚ ,Dˆ

r‚
, 14

DX “ τ1pBq ` ¨ ¨ ¨ ` τM pBq, 28
DX “ y1 ` ¨ ¨ ¨ ` yM , 26
DXpbq “ DXb

, 29

EpkSq, Ep‚Sq, 15

F|x“ F|x “ Fx{mX,x ¨ Fx, 14
Fx, the stalk of F at x, 14

G, 20

HomV1ˆ¨¨¨ˆVN
pW,Mq, 18

J ,J pre, 31
Jpbq, 31

rLjp0q, rLp0q :“ rL1p0q ` ¨ ¨ ¨ ` rLN p0q, 19

n‚ “ pn1, . . . , nN q., 16

q
rL‚p0q
‚ § bđ, 37

rSψ, the normalized sewing, 38
SXpbq “ SXb

, 29
SX “ ς1pBq ` ¨ ¨ ¨ ` ςN pBq, 24, 28
SX “ x1 ` x2 ` ¨ ¨ ¨ ` xN , 22, 26

TXpWq, the space of coinvariants, 23
T ˚

X pWq, the space of conformal blocks, 23
TX,a1,¨¨¨ ,aM pWq and its dual sheaf

T ˚
X,a1,¨¨¨ ,aM

pWq, 31

Upγzq, 21
Upϱpη|µqq, the transition function of sheaf of

VOA, 21
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Uϱpηq, the trivialization of sheaf of VOA, 22
Ujpρq, Upρq, the change of coordinate oper-

ator, 20
Upη‚q, 27

VC ,V
ďn
C , sheaves of VOA, 22

VX,a1,¨¨¨ ,aM , 26
V b2
X,a1,¨¨¨ ,aM

, 50
V ďn
X,a1,¨¨¨ ,aM

“ V ďn
X,a‹

, 26, 28, 36

W1, 19
Wďn “

À

kďnWpkq, 19
nXpWq, 27
W pnq “

À

n1`¨¨¨`nN“nWpn1, . . . , nN q, 19
Wpn‚q “ Wpn1, . . . , nN q, 19
Wrns,Wrn1,...,nN s, 77
Ăwtjpwq,Ăwtpwq, 19
WXpWq, 27, 29

≀X: propagation of X, 43
Xb, the fiber of X at b, 25
XV , the restriction of X to the open subset

V Ă B, 28

Y`, Y´, 80
Y 1
Wpv, zq, Y 1

Wpvqk, 18
YW,i “ Yi, 18

ωC , cotangent sheaf of C, 22
ωC{B, the relative dualizing sheaf, 25, 37
γz , 21
≀ςi, ≀τj , ≀θj , ≀π, the pullback of the sections

ςi, τj , the local coordinate θj , and
the projection π in propagation, 43

≀2X: double propagation of X, 49
u ˛L v, u ˛R v, 81
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